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 This study aims to develop a hybrid deep-learning model for detecting and 

classifying Amharic text. Various natural language applications, such as 

information extraction, event extraction, conversation, text summarization, 

and require an automatic event classification. However, existing studies 

focused on classification, giving little attention to the preprocessing and 

feature extraction techniques. To address this problem, this work proposed a 

hybridized deep learning-based Amharic social media text event 

classification model. The model consists of word-to-vector (Word2vecv) 

word embedding techniques to capture the semantic and syntactic 

representation. Convolutional neural network (CNN) is used to extract short-

length text features. Additionally, bidirectional long-short memory 

(Bi-LSTM) is used to extract features from long Amharic sentences and 

classify those events based on their classes. The dataset used for training and 

testing consists of 6,740 labeled Amharic text sentences, collected from 

social media. The result shows an accuracy of 94.8% in detecting and 

classifying Amharic text events. 
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1. INTRODUCTION 

With the increasing growth of the internet, automatic event classification is becoming highly 

important to social media users [1]. Event classification has emerged as the primary focus of natural language 

processing with artificial intelligence techniques. Natural language processing (NLP) is the sub-field of 

artificial intelligence concerned with the automatic manipulation of natural language which encompasses 

speech recognition, and text classification [2], [3]. Text events on social media describe personal issues, 

different disasters, sensitive issues, incidents, earthquake events, terrorist attacks, and so on are reported 

every day. Therefore, automatically and quickly detecting and classifying Amharic text events based on their 

type is a highly practical research area [4], [5].  
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The classification of text event type plays a prominent role in developing different NLP applications 

such as event extraction, information extraction, text classification, risk analysis, and disaster prediction [6]. 

Many scholars have proposed various event classification models for different natural languages such as 

English, Spanish, and Chinese. However, because of the morphological diversity of the Amharic language, 

we cannot use it directly for the Amharic language event classification model. Previously, numerous 

researchers used unsupervised machine-learning methods to construct a variety of event detection and 

categorization systems [7], [8]. To that end, various classic machine learning event classification models such 

as the k-nearest neighbor (K-NN) classification algorithm, support vector machine (SVM), naïve Bayes (NB) 

classification algorithm, decision tree, and others have been applied for text document classification [9]. 

However, those machine learning approaches, on the other hand, have a variety of drawbacks for text 

classification applications. 

Recently, several works [10], [11] have introduced the use of various machine-learning techniques 

for natural language processing. Among these, some studies proposed Amharic text event classification. 

A study [12] proposed different research related to Amharic events by the applied method of rule-based and 

traditional machine learning feature selection methods to identify, classify, and extract events from 

unstructured texts. 

Some researchers have conducted different studies in different languages on different event types 

such as financial events [13], drug abuse events [14], [15] biomedical events. Hence, event classification is a 

required task for different natural language processing tasks. Some works are proposed on Amharic events 

[16], [17] the authors use different traditional machine learning and rule-based to classify Amharic document 

event and non-event class types. Another work [18]–[21] also proposed extracting events from Amharic New 

articles and ontology-based event identification, with the event words collected manually from a different 

source and they used a shallow machine learning classifier called a maximum entropy to determine whether 

the sentence contains events or not. The work proposed an event extraction model from Amharic texts using 

deep learning approaches. 

Recently, text event classification research has achieved more efficacy in European languages with 

traditional machine learning and deep learning. Most of the European language processing researchers 

performed bidirectional encoder representations from transformers to detect financial event classification. 

Convolutional neural network (CNN) models use convolutional layers and maximum pooling or max-

overtime pooling layers to extract only local features of text. Long short-term memory is a recurrent neural 

network LSTM is an improved recurring neural network (RNN) architecture that uses a gating mechanism 

consisting of an input gate, forget gate, and output gate [22]–[24]. Also, BiLSTM captures semantic 

information of a text in a document by its preceding and following information in the text, while CNN is used 

to capture structure information from the local features [25]–[27].  

In this study, to address the weakness (CNN and RNN), we proposed a CNN+Bi-LSTM hybrid 

model that classifies Amharic text events using a social media dataset. The study proposed a model that 

classifies Amharic text events. The model is designed to classify five different types of disaster events (such 

as conflict, traffic accident, fire, flood, and neutral events) from Amharic documents. Moreover, the study 

presented a comparative analysis of various deep learning approaches with word embedding techniques. The 

paper's organization is as follows: The section highlights the method. Section 3 discusses the result and 

section 4 concludes the study. 

 

 

2. METHOD 

The first preprocessing component has some sub-components such as tokenization, punctuation 

mark removal, character normalization, and word steaming. The second component is the Word embedding 

module which includes using one-hot encoding and developing alternative Word2vec algorithms such as 

continuous bag of word (CBOW) and Skip-gram, which is proposed by collecting Amharic text documents 

and selecting their parameters. In the third module event classification module, we designed a hybrid deep 

learning-based event classifier that classifies texts based on their pre-defined event type. Figure 1 shows the 

flowchart for the proposed study.  

In this paper, different long and short Amharic documents are used for training and testing to design 

an event classification deep learning model. Our proposed Amharic text event classification model includes a 

total of 5 event categories and a total of 6,740 event texts. Documents are collected from different social 

media (such as Facebook, Twitter, and Telegram) datasets, which define 5 different types of Amharic events 

(conflict, traffic, flood, fire, and neutral). The dataset has been split into training, validation, and testing 

(80:10:10) splitting ratio. Based on the splitting ratio, 80% of the dataset was used for training, 10% of the 

dataset was used to validate the model, and 10% of the dataset was used to test the model. Figure 2 illustrates 

the distribution of the dataset. The model is evaluated using precision (P), recall (R), and F1-score (F1). 

Additionally, we compared other machine learning event classifier models (support vector machine (SVM), 
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conditional random fields (CRF), K-nearest neighbor (KNN), and naïve Bayes (NB)) with the term 

frequency-inverse document frequency (TFIDF) and bag of words (BoW) feature extraction techniques. 

Figure 2 shows the distribution of the dataset. 

 

 

 
 

Figure 1. The proposed hybrid deep-learning text event classification  

 

 

 
 

Figure 2. The distribution of the dataset 

 

 

When compared to other event classification models, the random forest classifier with bag of words 

offers better-predicted results, as shown in Table 1 machine learning has several weaknesses, including 

feature engineering. To address this issue, we developed a new sophisticated deep learning event 

classification model called hybrid deep learning techniques. In CNN, the event classification model 

experiment uses different parameters including (embedding layer, text sequence length, convolutional kernel 

size, activation function, number of dense layers, optimization, and loss function). 

 

 

Table 1. Parameters for CNN event classification model 
Parameter   Result   

The total length of the sentence 150 
Kernel size 2, 3, and 4 

Embedding size 300 

epoch 20 
Learning Rate  0.0001 

CNN dropout probability  0.49 

Optimizer  Adam 
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3. RESULTS AND DISCUSSION 

In this paper, different long and short Amharic documents are used for training and testing to design 

an event classification deep learning model. Our proposed Amharic text event classification model includes a 

total of 5 event categories and a total of 6,740 event texts. Documents are collected on the widely used 

different social media (Facebook, Twitter, and Telegram) datasets, which define 5 different types of Amharic 

events (conflict, traffic, flood, fire, and neutral). The dataset has been split into training, validation, and 

testing (80:10:10) splitting ratio. Based on the splitting ratio, 80% of the total datasets were used for training, 

and 10% of the dataset was used to validate the model, the rest. Table 2 indicates the performance of various 

machine learning models. 

However, we could not get better results using the CNN model because the dataset comprises long 

sequences by nature, resulting in poor model performance. Other RNN models were presented to increase the 

performance of an event classification model that uses different gates to capture context data from large text 

sequences. We implemented single LSTM and BiLSTM from this RNN model to collect contextual 

information texts in both forward and backward directions. As shown in Table 3, the hybrid of the two deep 

learning algorithms (CNN and BiLSTM) performed better results than other traditional machine learning and 

single deep learning models. This is because, CNN could capture local features of a text, and BiLSTM has 

the advantage of a global feature of a text, which can capture the features of a text including the context and 

semantics of a word. 

 

 

Table 2. Performance of SVM, RF, and NB for Amharic text event classification  
ML method  Feature extraction method   Accuracy  

SVM Bag of words 84.64% 

 TFIDF 77.22% 
RF Bag of words 86.19% 

 TFIDF 80.86% 

NB  Bag of words 77.81% 
 TFIDF 75.07% 

 

 

Table 3. Deep learning event classification model results 
Embedding layer Model Accuracy 

Word2vec CNN 89.4% 

Word2vec LSTM 87.6% 
Word2vec BiLSTM 92.1% 

Word2vec CNN - BiLSTM 94.8% 

 

 

Figure 3 indicates that after the model-building process, the model is evaluated. Figure 3 shows that 

the training and validation start from 0.2 and finally reach 0.9 with epoch size 20. Whereas Figure 3 indicates 

the training and validation loss starts at 0.6 and goes down to 0.1 with the epoch size 20. This shows that our 

model learns more features from time to time and predicts effectively without model overfitting. 

Figure 4 indicates that after the model-building process, the model is evaluated. Figure 4 also 

indicates the training and validation loss starts at 0.6 and goes down to 0.1 with the epoch size 20. This 

shows that our model learns more features from time to time and predicts effectively without model 

overfitting. 

 

 

 
 

Figure 3. CNN-BiLSTM hybrid model accuracy 
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Figure 4. CNN-BiLSTM hybrid model loss graph 

 

 

4. CONCLUSION 

This paper proposed a CNN-BiLSTM model based on word embedding for Amharic text event 

classification. Specifically, in this work, different machine and deep learning models have been experimented 

with, the proposed hybrid CNN and BiLSTM model with word2vec word embedding performed better for 

Amharic text event classification compared to the SVM, RF, and NB. Because CNN extracts local features of 

a text and BiLSTM extracts global or contextual and semantic of a word using forward and backward layers, 

this prevents gradient disappearance and gradient explosion. The BiLSTM solves the problem that appears in 

LSTM which learns only the current word information and, CNN with BiLSTM through the fully connected 

layer. Finally, the hybrid model extracted local and global features with the context of a word to capture the 

dependency of words in a document. This model scored an accuracy of 94.8% for text event classification. In 

future work, we recommend the researchers investigate other variances of deep learning techniques such as 

transfer learning with contextual embedding to validate and confirm the result obtained in this study. 
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