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 The detection of marine vessels for revenue control has many tracking 

deficiencies, which has resulted in losses of logistical resources, time, and 

money. However, digital cameras are not fully exploited since they capture 

images to recognize the vessels and give immediate notice to the control 

center. The analyzed images go through an incredibly detailed process, 

which, thanks to neural training, allows us to recognize vessels without false 

positives. To do this, we must understand the behavior of object detection; 

we must know critical issues such as neural training, image digitization, 

types of filters, and machine learning, among others. We present results by 

comparing two development environments with their corresponding 

algorithms, making the recognition of ships immediately under neural 

training. In conclusion, it is analyzed based on 100 images to measure the 

boat detection capability between both algorithms, the response time, and the 

effectiveness of an image obtained by a digital camera. The result obtained 

by YOLOv7 was 100% effective under the application of processing 

techniques based on neural networks in convolutional neural network (CNN) 

regions compared to MATLAB, which applies processing metrics based on 

morphological images, obtaining low results. 
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1. INTRODUCTION 

Currently, technology has allowed us to create systems designed to detect objects, which can be 

oriented to environmental monitoring of the oceans [1]–[3]. Likewise, object detection has developed, which 

allows us to implement it in different fields and areas where machine vision is beneficial [4]–[8]. First, one of 

the application areas is related to security systems through images obtained from digital surveillance 

cameras; these cameras capture information analogically stored and processed with a microprocessor, which 

transforms to digital signals to analyze them [9]. Secondly, it is oriented in medicine to obtain early 

diagnoses of diseases. Through the processing of X-ray images and computed tomography (CT) scans, the 

medical professional can make correct decisions for the final diagnosis [10]. Thirdly, we can find industrial 

automation processes that help better results in managing manufacturing control, object classification, 

verification, and detection of product defects [11], [12]. Finally, it is used in the guidance of autonomous 

vehicles, where cameras capture images at different angles and in real-time, as it allows obstacle detection, 

safe navigation, and traffic sign recognition, among others [13], [14]. 

The ship detection methods from images obtained from different spatial orientations have been 

aimed at analyzing the dimensions of ships for detection [5], [8]. For example, we found articles dealing with 

ship detection from satellite images [7]. In addition, this information on the detection and tracking of objects 
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in the marine environment is based on real-time video recordings, where they work with a dynamic 

subtraction of backgrounds; the algorithm it uses allows it to draw differences from captured images to focus 

and track the target [8]. On the other hand, the analysis of the different ship detection methods starts from 

aerial platforms, where digital cameras capture the images to analyze them and validate the presence of ships 

in the area [15]. From these investigations, it is concluded that the methods used to detect vessels are based 

on orientation, which confirms the presence of ships at sea, in addition to monitoring fishing areas, marine 

displacement control, and search and rescue of vessels. 

The capture of images from an unmanned surface vehicle presents an overly broad area of research 

with great projections for the future. Depending on the project's scope, two types of images can be used to 

detect objects in marine images: red, green, and blue (RGB) and infrared. In that sense, the RGB images are 

the most suitable for having the most detailed object detection area since it allows tracking with high 

accuracy [5], [16], [17]. On the other hand, infrared images present a better response when working in dark 

or cloudy environments, but the quality of details is deficient [18], [19]. Finally, it was detected that most 

research works employ complex methods for tracking marine vehicles with images, leaving aside the 

detection of objects used by morphological image processing commands. 

From this premise, two object detection methods are compared: the method of morphological image 

processing and the other by image detection algorithm based on neural networks that can be trained. First, 

filtering, eroding, and binarizing algorithms are used in the MATLAB processing environment to highlight 

the presence of a ship that was taken by a digital camera [20]. Second, the image captured by the digital 

camera is loaded into the YOLOv7 environment, which has been previously trained to recognize objects [21]. 

Finally, the results will be compared based on 100 samples processed by both algorithms. 

 

 

2. METHOD 

2.1.   Ship detection using MATLAB algorithms 

2.1.1. Capturing an image and changing to grayscale 

Initially, the program environment loads the image, depicted in Figure 1(a). To facilitate further 

analysis, we transition the image into a color scale, as demonstrated in Figure 1(b). Utilizing weighted 

grayscale enhances our ability to scrutinize color layers in greater detail; as depicted in Figures 1(c) to (e), we 

observe the grayscale representations of individual color layers. Figure 1 illustrates the image analysis based 

on layers, featuring Figure 1(a) showcasing the original RGB image devoid of any filters; Figure 1(b) 

exhibiting the image of the seabed transformed into weighted grayscale; Figure 1(c) portraying the darkened 

rendition of the seabed in the red layer; Figure 1(d) revealing the seabed image with light colors removed in 

the green layer; and Figure 1(e) displaying the seabed image with light colors eliminated in the blue layer. 

Figure 2 analyzes the distortion behavior concerning the grayscale. Figure 2(a) shows the original 

image in RGB, which will be processed. On the other hand, Figure 2(b) shows the image's histogram 

converted to grayscale. The filter was applied from 0-200 in the grayscale application. Finally, the results of 

the histogram of the red layer (the applied filter ranges from 0-250), green layer (the used filter is reduced 

from 0-190), and blue layer (filter applied is reduced from 0-150) are presented in Figures 2(c) to (e), 

respectively. 

 

 

   
(a) 

 

(b) 

 

(c) 

 

  
(d) (e) 

 

Figure 1. Image analysis based on layers: (a) original image without filters applied, (b) the image of the 

seabed applied to grayscale, (c) the image of the seabed in the process of darkening, (d) the image of the 

seabed without the light colors, and (e) the image of the seabed without light colors 
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(a) (b) (c) (d) (e) 

 

Figure 2. Representation when applied to grayscale: (a) original image, (b) gray weighted, (c) red cape, 

(d) green cape, and (e) blue cape  

 

 

2.1.3. Image thresholding 

The original image undergoes grayscale filtering, applying a threshold where gray tones below 60 

are eliminated, removing pixels exceeding this threshold. Figure 3 illustrates the outcomes of these 

procedures alongside the elimination of non-object pixels. In Figure 3(a), we observe the original image 

captured by the digital camera in RGB colors. Following this, in Figure 3(b), the applied layer showcases the 

image converted to grayscale. During this conversion process, a threshold of 60 is set for enhanced noise 

extraction, as depicted in Figure 3(c). The resulting images are presented to demonstrate the progression of 

image thresholding. 

 

 

   
(a) (b) (c) 

 

Figure 3. Image thresholding: (a) no filters applied, (b) image with the filter applied to grayscale, and 

(c) image used with the threshold of 60 

 

 

2.1.4. Object filter 

The image harbors external noises requiring removal through a noise extraction process based on a 

predetermined threshold. In Figure 4, it is crucial to ensure a clean process to minimize the risk of false 

positives during detection. Figure 4(a) illustrates the initial stage of noise extraction, known as opening, 

where noise analysis and extraction occur. Subsequently, in Figure 4(b), labeled extraction, the final 

elimination of noise or impurities is executed to facilitate accurate vessel detection. Figure 4 depicts the 

sequential steps of the noise cleaning process, emphasizing the importance of meticulous execution to 

prepare for vessel survey efficiently. 

 

 

  
(a) (b) 

 

Figure 4. Noise cleaning process: (a) noise analysis and extraction and (b) final preparation for vessel survey 

 

 

2.1.5. Recognition of the ship 

The image treated by filters recognizes the vessel. The identification process was noise extractions. 

During the process, a blue rectangle was established, as shown in Figure 5, where the target to be identified, 

in this case, the ship, is highlighted. 
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Figure 5. Vessel survey result 

 

 

2.2. Vessel detection using the YOLOv7 algorithm 

2.2.1. Algorithm training 

To train an algorithm in YOLOv7, a database of at least 500 images for training and their respective 

labels of the object to be detected is necessary. Subsequently, the learning framework and the number of 

training epochs are defined, and the result of executing the training code will not deliver a neural network 

capable of recognizing objects like those of the labels of the training images [21], [22]. Subsequently, in the 

test phase, 100 images are set for processing and ship detection, obtained out of the 500 training images. 

 

2.2.2. Image input 

To effectively utilize the YOLOv7 algorithm, it is imperative to understand its functionality as a 

neural network specializing in bounding box predictions. Object detection through YOLO involves 

leveraging neural network architectures that employ learned models for detection tasks [23], [24]. These 

models, including Faster R-CNN and Mask R-CNN, excel in locating multiple objects within images, often 

generating pixel-level masks [25]. However, challenges such as noise and class imbalances persist in this 

process. 

The chosen environment for implementing the algorithm is CONDA, a programming platform 

facilitating interaction with Python for executing object recognition tasks. Preceding its deployment, the 

algorithm undergoes training based on ship labels assigned within the image dataset [26]. Figure 6 delineates 

the sequential steps in training the neural network and detecting objects. It outlines key components such as 

the dataset for training images, the CONDA programming environment for algorithm development, the 

YOLOv7 neural network version applied, the direct image input captured by a digital camera, the training 

phase for the neural network, and the eventual detection results. 

 

2.2.3. Execution of the detection algorithm 

Before initializing the stopping process, you must enter the address of the image where you want to 

detect the object. Within a local environment, we must have a pre-trained model since the data set must be 

related to vessels for detection. Finally, after running the algorithm, the resulting image will look like 

Figure 7, where a box demarcates the vessel. 

 

 
DATA SET

CONDA

YOLO V7

DIRECT 
IMAGE TO 
PROCESS

TRAINING

DETECTION   
 

Figure 6. Process diagram for using YOLO 

 

Figure 7. Result of vessel survey 

 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 14, No. 6, December 2024: 6332-6338 

6336 

3. RESULTS AND DISCUSSION 

A comparison of the two methods for object detection was carried out, and the objective was to 

determine the accuracy and recognition time. The evaluation has led to different results; both times are 

contradictory concerning the detected, with a longer waiting time in recognition but with a successful 

outcome. The parameters to be considered for the evaluation are object detection time and detected area [27]. 

 

3.1.  Object detection time 

Response time is a crucial parameter in detection systems, reflecting the algorithm's efficiency. 

However, this parameter's significance is magnified when accompanied by precise detections, rendering it a 

reliable reference point. To assess response times accurately, an evaluation was conducted on 100 images 

distinct from the 500 used for training the network. 

Figure 8 compares the image processing times between the two algorithms. The depicted values 

pertain to the processing times of these 100 distinct images. Specifically, “Time M(s)” denotes the response 

time within the MATLAB environment, while “Time Y(s)” represents the response time within the CONDA 

environment employing the YOLO neural network. Notably, while one algorithm may exhibit longer waiting 

times, the detection accuracy tends to be higher, aligning more closely with the desired targets [28]. These 

results underscore the trade-offs between processing speed and detection accuracy, highlighting the 

complexities inherent in algorithmic performance evaluation [29]. 

 

 

  
 

Figure 8. Comparison of image processing time 

 

 

3.2.  Detected area 

To determine the correctness of image detection, a criterion is established where highlighting over 

half of the objects is deemed successful detection (assigned a value of 1) while highlighting less than half is 

considered unsuccessful (assigned a value of 0). Figure 9 compares the detection effectiveness between two 

algorithms based on evaluations conducted on 100 images distinct from the training dataset. 

 

 

 
 

Figure 9. Comparison of detection effectiveness of the two algorithms 

(s
) 
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In Figure 9, “Effectiveness M” represents the response in the MATLAB environment, while 

“Effectiveness Y” signifies the response in the CONDA environment utilizing the YOLO neural network. 

The displayed values indicate the effectiveness of ship detection for each algorithm. Remarkably, the results 

demonstrate that the YOLO algorithm outperforms the MATLAB algorithm regarding detection 

effectiveness. This observation underscores the superiority of the YOLO algorithm in accurately detecting 

ships within images. 

 

 

4. CONCLUSION  

This study addressed the problem of detecting marine vessels for income control, highlighting the 

deficiencies in existing monitoring methods. A solution was proposed based on the underutilized use of 

digital cameras and the use of neural networks. Comparison between the two development environments and 

their respective algorithms revealed that the YOLOv7 algorithm, which incorporates neural network 

processing, outperforms MATLAB based on morphological image processing metrics. The evaluation 

focused on object detection time and detected area as critical parameters. 

Object detection time analysis showed longer wait times in the YOLO algorithm but with more 

accurate and successful detection results. Despite the extended processing times, the YOLO algorithm 

outperforms MATLAB in terms of efficiency and accuracy in object detection. The evaluation of the detected 

area highlighted the superiority of the YOLO algorithm compared to MATLAB. The effectiveness of vessel 

detection was more prominent in the YOLO algorithm, providing more satisfactory and accurate results in 

more than 50% of the cases evaluated. 

 In summary, this study demonstrates the effectiveness of the YOLOv7 algorithm implementation in 

marine vessel detection compared to MATLAB. Despite the longer processing times, the YOLO algorithm 

offers more accurate and efficient results in terms of object detection. This work lays the foundation for 

improving revenue control through advanced vessel tracking technologies. 
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