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 Brain tumors, a subset of these malignancies, demand accurate and efficient 

diagnosis. Traditional methods use non-invasive medical imaging like 

magnetic resonance imaging (MRI) and computed tomography (CT). 

Although necessary for diagnosis, manual brain MRI picture segmentation is 

tedious and time-consuming. Using deep learning is a promising solution. 

This study proposes an innovative approach for brain tumor detection, 

focusing on meningioma tumors. Utilizing threshold-based segmentation, 

the MobileNetV2 architecture, a modified feature pyramid network (FPN), 

and single shot MultiBox detector (SSD), our model achieves precise 

localization and object detection. Pre-processing techniques such as 

grayscale conversion, histogram equalization, and Gaussian filtering 

enhance the MRI image quality. Morphological operations and thresholding 

facilitate tumor segmentation. Data augmentation and a meticulous dataset 

division aid in model generalization. The architecture combines 

MobileNetV2 as a feature extractor, SSD for object detection, and FPN for 

detecting small objects. Modifications, including lowering the minimum 

FPN level, enhance small object detection accuracy. The proposed model 

achieved a recall value of around 98% and a precision value of around 89%. 

Additionally, the proposed model achieved approximately 93% on both the 

dice similarity coefficient (DSC) value and the index of similarity. Based on 

the promising results, our research holds significant advancements for the 

field of medical imaging and tumor detection. 
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1. INTRODUCTION 

Cancer orchestrates a severe and potentially fatal group of diseases that can originate in virtually 

any organ or tissue within the body. This occurs when abnormal cells begin to multiply in an uncontrollable 

and rapid manner. The World Health Organization (WHO) identifies cancer as the world's second most 

common cause of death, responsible for approximately 9.6 million deaths, which represents one out of every 

six deaths [1]. A brain tumor refers to a collection of abnormal cells within the brain, which can either be 

malignant (cancerous) or benign (non-cancerous). During the past decade, more than a hundred types of brain 

tumors were discovered by medical experts and neuroscientists. These brain tumors can be grouped into two 

main categories, which are primary brain tumors, which originate from the brain, and secondary brain 

deposits, where the primary tumor does not originate in the brain and is somewhere else in the body [2].  

https://creativecommons.org/licenses/by-sa/4.0/
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Normally, non-invasive medical imaging techniques and methods such as magnetic resonance 

imaging (MRI) and computer tomography (CT) are chosen as brain tumor identification tools over invasive 

procedures such as tissue biopsies [3]. Overall, alternative medical-image-based diagnosis techniques are 

recommended in the contemporary medical care system. It is a laborious and time-consuming process to 

manually segment and analyze structural MRI images in order to detect brain tumors. At present, it remains 

within the purview of certified radiologists, exclusively [4]. In the extraction of brain MRI images, 

radiologists apply manual segmentation techniques, leveraging previous records from MRI images that 

include anatomical and physiological characteristics. The main challenge is that the segmentation of brain 

MRI needs domain expertise to avoid fatal human errors [5]. Since the objective is to obtain the result of the 

segmentation of brain tumors from many patients, an advanced and robust alternative brain tumor 

segmentation will have a substantial impact on brain tumor diagnosis and treatment [6]. Artificial intelligence 

(AI) brought human biological neural networks in the form of computational models, significantly improving 

the decision-making process’s efficiency [5], [7]. Deep learning (DL) is one of AI's most groundbreaking 

advancements. Among DL models, the convolutional neural network (CNN), utilizes different convolutional 

layers to extract features from images for visual recognition, such as object detection, classification, and, 

most importantly, brain segmentation [8].  

When applied to brain tumor segmentation, deep learning methods extract important and crucial 

features automatically. In the context of transfer learning (TL), Swati et al. [9] showcased a method of brain 

tumor classification using DL and TL. This method could maximize the extraction of significant features 

from MRI images and subsequently could facilitate the classification of brain tumors based on the MRI 

images. Fine-tuning was applied to improve accuracy rates. Additionally, a research study proposed by 

Sadrawi et al. [10] examined various CNN models for their effectiveness in identifying brain tumors, which 

generally achieved satisfactory results, although it primarily used more distinct images, which facilitated 

detection and led to better outcomes. However, detecting smaller images, which may contain subtler or less 

conspicuous tumor features, could present a challenge for the models evaluated in this study. He et al. [11] 

employed a semantic feature pyramid network (FPN) transformer for cancer detection, which could 

potentially address the challenge of identifying smaller images. However, this approach utilized a 

transformer attention mechanism which attained significant computational complexity and resource 

requirements, and the study was tested on a breast tumor dataset rather than a brain tumor dataset. 

Conventional brain tumor detection methods often require extensive resources for model training. 

Additionally, the MRI dataset by Cheng [12] poses a significant challenge for CNNs due to its small size 

compared to other public datasets. Therefore, this study explored the landscape of brain tumor detection by 

integrating various segmentation techniques and localization methods through the MobileNet V2-SSD 

architecture with a modified FPN level. The modification involved lowering the FPN level to capture more 

detailed features, enabling the detection of even small brain tumors. 

The layout of this paper is organized as follows: section 1 provides a comprehensive introduction, 

outlining the significance of brain tumor detection and the challenges faced. Section 2 delves into different 

methodologies, including pre-processing, segmentation, and object detection techniques. Section 3 presents 

the results of the experiment and discusses them. Finally, the paper concludes in the last section, 

summarizing the discoveries and suggesting potential improvements for future research. 

 

 

2. RESEARCH METHOD 

In this section, a novel approach for brain tumor localization and detection is presented, which 

utilizes several different combinations of advanced techniques, including Threshold-based segmentation, 

MobileNetV2 architecture, single shot MultiBox detector (SSD), and a modified feature pyramid network 

(FPN) with minimum FPN level from 3 to 2. Building upon the limitations and successes of recent works in 

the field, the proposed methods aim to enhance the efficiency and the ability to detect meningioma brain 

tumors using bounding boxes. The image's features were enhanced and contrasted using morphological 

operations such as dilation and erosion [13]. Thresholding-based segmentation identified the desired tumor 

[14]. The MobileNetV2-SSD with the FPN model was used as a baseline for object detection, with a 

modified minimum FPN level from 3 to 2 that can effectively help detect small objects. 

 

2.1.  Image dataset acquisition  

The proposed methods in this study were based on a well-established brain tumor dataset curated by 

Cheng [12]. The dataset comprises 3064 T1-weighted contrast-enhanced images obtained from 233 patients. 

These images depict three distinct forms of brain tumors: meningioma (708 slices), glioma (1,426 slices), and 

pituitary (930 slices). The images in this dataset have a resolution of 512×512. To address the potential issue 

of overfitting, data splitting was employed. The process entailed dividing the database into three sets, with 
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training receiving 80% of the resources, validation 10%, and testing another 10%. This enables an objective 

assessment of the model's generalization and is vital for its predictive capabilities on unseen data. 

 

2.2.  Data pre-processing 

Before starting training on the dataset with the objection detection model, a few pre-processing 

techniques were applied to enhance the MRI images' quality and mitigate all the potential issues that might 

occur. These techniques included histogram equalization [15], grayscale conversion [16], and the application 

of a Gaussian filter [17]. Figure 1 illustrates the sequential process of these pre-processing techniques leading 

up to the object detection phase. 

 

 

 
 

Figure 1. Pre-processing stage flowchart 

 

 

Prior to proceeding, the images were rendered in greyscale. This transformation simplified the 

image complexity by representing each pixel with a single integer value, which simplifies computations and 

is more applicable to certain analysis techniques [18]. Then, histogram equalization was applied, utilizing 

probability and grey-level calculations to analyze the distribution of grey levels within the image [19], [20]. 

This technique creates new images with altered distribution and a modified grey level. A Gaussian filter was 

utilized to filter the image before the segmentation process. This method involves a linear filter with a 

weighted value for each member. The weighted value is determined by the Gaussian function's shape in (1), 

where e denotes the normalization constant and 𝜎 represents the standard deviation [20].  

 

ℎ(𝑥, 𝑦)  =
1

𝑐
𝑒

𝑥2+𝑦2

2𝜎2  (1) 

 

2.3.  Segmentation  

After completing the pre-processing steps of our image, the segmentation step was prepared. A 

fundamental technique in medical image analysis is threshold-based segmentation, which partitions an image 

into distinct regions using predetermined threshold values. In the context of grayscale MRI images, 

thresholding is important because the intensity values span [0, L], with L, often set to 255 for 8-bit grey-scale 

images [13]. The implementation of the threshold-based approach takes the previous Gaussian-filtered image 

as an input and sets a threshold value. Utilizing the OpenCV library, binarization was achieved by generating 

a binary image that highlights brain tumor regions based on intensity variations. 

The last step of enhancing the MRI images for object detection was morphological filtering. This 

technique employs nonlinear operations that utilize a structuring element to probe an image. The operations 

are based on this element, defining the neighborhood around a pixel and facilitating operations that 

emphasize or suppress specific features. In this work, two morphological filtering techniques were used: 
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erosion and dilation [12]. Erosion minimizes pixel values in a window defined by a structuring element, 

reducing object sizes by eliminating noise. It involves subtracting boundary pixels and gradually decreasing 

object regions. Dilation enlarges object regions and reduces noise by finding the maximum pixel value in a 

defined window. In brain tumor segmentation, the predefined kernels for erosion and dilation are used to 

enhance object regions and suppress background noise. 

 

2.4.  Data augmentation  

Following pre-processing, data augmentation techniques, which include rotating, width shifting, 

height shifting, and flipping, were employed to augment the dataset. This process is called data 

augmentation, which enhances the model's ability to generalize and mitigate the effects of limited data 

quantity. This approach enriches the training dataset, as emphasized in previous studies by Yang et al. [21] 

and Alomar et al. [17]. 

 

2.5.  Proposed method architecture 

In this subsection, the architecture of the proposed experimental model, which comprises several 

integral components, is defined. These components consist of MobileNetV2, SSD, and feature pyramid 

network. Additionally, the subsection also discusses the baseline model with the combined components, as 

well as the proposed experimental model.  

 

2.5.1. MobileNetV2 

MobileNetV2, a neural network architecture for computer vision, employs Depthwise convolutions, 

which apply separate filters to each input channel, reducing computational costs while preserving crucial 

features. It also utilizes inverted residuals with shortcut connections and linear bottleneck layers to capture 

intricate details, enhancing accuracy and speed. A lightweight linear bottleneck layer optimizes overall 

network performance. The architecture of MobileNetV2 in Table 1 shows sequences of identical layers 

repeated n times, with 3×3 spatial convolutions [22]. Every row in the table delineates a sequence consisting 

of one or more equivalent modulo (denoted as s) layers, where it is repeated n times, while all layers have the 

same amount of output channels denoted as c. The expansion factor (denoted as t) is applied to the input size. 

 

 

Table 1. MobileNetV2 architecture [22] 
Input Operator n t s c 

224×224×3 Conv2d 1 - 2 32 
112×112×32 bottleneck 1 1 1 16 

112×112×16 bottleneck 2 6 2 24 

56×56×24 bottleneck 3 6 2 32 
28×28×32 bottleneck 4 6 2 64 

14×14×64 bottleneck 3 6 1 96 

14×14×96 bottleneck 3 6 2 160 
7×7×160 bottleneck 1 6 1 320 

7×7×320 Conv2d 1×1 1 - 1 1.280 

7×7×1280 Avg pool 7×7 1 - - - 
1×1×1280 Conv2d 1×1 - -  k 

 

 

2.5.2. SSD 

A sophisticated object detection model, the single-shot MultiBox detector (SSD), is specifically 

engineered to accurately detect various object categories within images. Its speed outperforms previous 

detectors such as YOLO, and its accuracy exceeds that of other methods, such as faster region-based 

convolutional neural networks (R-CNN). SSD operates by applying small convolutional filters to feature 

maps in order to forecast category values and box offsets for a predetermined number of default bounding 

boxes. The training process requires only an input image along with ground truth frames for each object [23]. 

The SSD network structure is shown in Figure 2(a). 

 

2.5.3. Feature pyramid network 

Feature pyramid networks (FPNs) generate a pyramid of feature maps within a neural network, 

capturing various abstraction levels from the input image. Deeper layers contain high-level semantic 

information, while shallow layers capture detailed, low-level features. FPN connects these layers to create a 

multi-scale feature pyramid. Shallow, high-resolution feature maps are up-sampled and fused with deep, 

high-level feature maps through lateral connections, enhancing detection accuracy for small objects [24]. 

Figure 2(b) illustrates the pyramid's construction and lateral connection. 
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(a) (b) 

 

Figure 2. Integrated architecture components of (a) SSD architecture [25] and (b) feature pyramid network 

illustration [26] 

 

 

2.5.4. Proposed model 

MobileNetV2, a lightweight and efficient neural network, serves as the backbone. It utilizes 

Depthwise convolutions and inverted residuals for computational efficiency and accuracy. SSD predicts 

object classes and bounding box offsets using default bounding boxes at various scales and aspect ratios. 

MobileNetV2's feature maps are employed for object class and location predictions. Integration with feature 

pyramid network (FPN) enhances detection accuracy for small objects. The baseline model was then 

optimized by adjusting the FPN configuration. The minimum FPN level was lowered from 3 to 2, starting the 

feature pyramid network at a shallower layer, specifically layer 4, instead of the default layer 7. This 

modification aimed to improve the model’s precision in detecting and localizing smaller objects in the brain 

tumor image dataset. Figure 3 shows both the baseline and modified models. Figure 3(a) illustrates the 

baseline model without the modified FPN layer, whereas Figure 3(b) illustrates the modified model with a 

reduced FPN level from 3 to 2. 

 

 

 
 

(a) (b) 

 

Figure 3. Baseline model architecture and modified model of (a) normal model and (b) experimental model 

 

 

3. RESULTS AND DISCUSSION 

Section 3 focuses on the analysis of performance metrics and measurements, providing a 

comprehensive evaluation of the experimental model's effectiveness. Following that, a comparison of the 

testing results from both the normal model and the experimental model is illustrated. Finally, a visual and 

statistical comparison of the normal model and the experimental model is presented. 

 

3.1.  Performance metrics 

Below are the two important performance metrics that are used as the testing and the evaluation 

metric. These performance metrics include average precision (AP) and the coco metrics evaluation. These 

metrics can determine how effective the experimental model is.  

 

3.1.1. Average precision 

AP was used as the evaluation metric, representing the area under the precision-recall (P-R) curve. 

true positive (TP) represents the count of samples that have been accurately predicted as positive. False 
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positive (FP) signifies the count of negative samples that have been incorrectly predicted as positive. False 

negative (FN) represents the count of negative samples that have been incorrectly predicted as positive [13]. 

Calculation of AP, precision, and recall are shown in (2) to (4), respectively. 

 

𝐴𝑃 =  ∫ 𝑃(𝑅)𝑑𝑅
1

0
 (2) 

 

𝑃 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3) 

 

𝑃 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4) 

 

3.1.2. Coco metrics evaluation 

The second evaluation index employed the common objects in context (COCO) metrics. These 

metrics encompass a range of intersection over union (IOU) thresholds, including 0.5, 0.75, and the range 

0.5:0.95. These thresholds can enable the evaluation of the overlap for both the predicted bounding boxes and 

the ground truth annotations [25]. 

 

3.2.  Performance measurement 

In subsection 3.2, the process of data splitting is reiterated. Following this initial step, the dataset 

was partitioned into different subsets, around 80% for training, 10% for validation, and the last 10% for 

testing purposes. The training set is used, and Figure 4 shows a visualization of the training results per 1,000 

steps.  

 

 

 
 

Figure 4. Training performance visualized per 1,000 steps 

 

 

3.3.  Testing results 

In this section, the testing results of the proposed MobileNetV2-SSD architecture for brain tumor 

detection using the modified feature pyramid network (FPN) are presented in Figure 5. The normal model 

was the baseline model without the modified FPN layer, while the experimental model had a minimized FPN 
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level from 3 to 2. Each set of results consisted of two images displaying the same brain tumor, with the 

normal model’s predictions on the left and the experimental model’s predictions on the right. Ground truth 

annotations are denoted in green, while the model predictions are indicated in blue. From these results, it is 

clear that the experimental model exceeds the performance of the normal model, especially in detecting small 

objects within brain tumor images. The experimental model showcases better localization accuracy, which is 

indicated by the higher intersection over union (IoU) levels. The visual and statistical comparison between 

the experimental model and the normal model using a bar chart is illustrated in Figure 6. This chart focuses 

on average precision (AP) and average recall (AR) values related to detecting smaller objects. In this context, 

the experimental approach demonstrates remarkable performance, exhibiting substantially higher AP and AR 

values when compared to the normal model. This shows the experimental model's expertise in precisely 

identifying and outlining smaller brain tumor regions. 

 

 

 
 

Figure 5. Testing results with both normal model and experimental model outputs. The blue square represents 

the model's localization predictions, while the green one represents the ground truth annotations 

 

 

 
 

Figure 6. AP and AR comparison on small objects 

 

 

A comparison of the proposed model with previous research is displayed in Table 2. Previous 

research obtaining the best performance in terms of precision and recall values was conducted by [10], [26]–

[28]. The proposed model in this study by comparison obtained the highest recall value of around 98%, and 

precision around 89%. Additionally, the proposed model also achieved approximately 93% on both the dice 

similarity coefficient (DSC) value and the similarity index. 

The model proposed in this research focuses on brain tumor localization using MobileNetV2-SSD 

with minimized FPN level. Table 2 illustrates the evaluation and comparison of the proposed model with the 

current state-of-the-art models identified in the literature. This experiment results indicated that the 

performance of the proposed method outperformed other methods, obtaining the highest recall value. 

Previously, Saeedi et al. [27] utilized k-nearest neighbors (KNN) for brain tumor localization with 

good performance. However, high computational resources were required due to the utilization of deep 

networks. Conversely, our proposed model utilized transfer learning, leveraging pre-trained models, which 

resulted in better performance with minimal complexity.  
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Swati et al. [9] utilized both AlexNet and VGG16 for brain tumor detection with great performance. 

However, both models were computationally expensive and resource-intensive, hindering their practical 

deployment. Conversely, our proposed model utilized MobileNetV2, which surpasses AlexNet and VGG16 

in terms of efficiency and computational performance due to its lightweight architecture. 

Another study conducted by Asif et al. [29] utilized Xception, NasNet Large, and DenseNet121 for 

brain tumor detection. However, a limitation of their study was the lack of tumor localization using bounding 

boxes. In contrast, our approach employs SSD to address this limitation. Furthermore, SSD combines 

localization and classification within a unified network, streamlining the training process and mitigating the 

necessity for extensive labelled data, in contrast to other studies such as Rasool et al. [26] and Khan et al. [28]. 

In contrast to Sandrawi et al. study [10], which employed readily apparent images, our research 

concentrates on utilizing smaller and more intricate images to achieve robust detection. Furthermore, the 

inclusion of FPN, a technique also used by He et al. [11], aims to detect subtle tumor features within smaller 

images. Notably, the experimentation involved the use of a brain tumor dataset for model testing instead. 

Nonetheless, this research is not without its limitations. To begin with, our methodology has been 

exclusively applied to brain tumor images with an axial angle, limiting its applicability to other perspectives. 

Additionally, while our approach has shown promising results in controlled experimental settings on a 

limited dataset, it has yet to be tested in real-world clinical environments. Lastly, we utilized the meningioma 

dataset in our studies. Future research could explore performance optimization and additional evaluation 

metrics to further enhance and refine this study to provide a more comprehensive understanding of the 

model's capabilities. 

 

 

Table 2. Comparative analysis of proposed work with previous works 
Ref. Method Dataset Performance Metrics 

Precision Recall DSC Similarity Index 

[9] AlexNet Jun Cheng [12] 84.56% - - - 
VGG 16 87.97% 89.98% - - 

[26] Hybrid CNN-based 85.1% 94.7% - - 

[27] KNN 93% 80% - - 
[28] VGG 16 (23 layer) 93.3% 93.3% - - 

[29] Xception 87.5% - - - 

NasNet Large 90% - - - 
DenseNet121 89.6% - - - 

Proposed Model MobileNetV2+FPN+SSD 89% 98% 93% 93% 

 

 

4. CONCLUSION 

This study introduced a novel approach for precise brain tumor detection, combining various 

approaches such as morphological operations for tumor segmentation, image enhancement, and a deep 

learning architecture based on MobileNetV2-SSD with feature pyramid network (FPN), where the FPN level 

originally set to 3 had been modified to level 2, which enhanced the detection of smaller objects. The 

proposed model obtained a recall value of around 98% and a precision value of around 89%. Additionally, 

the proposed model achieved approximately 93% on the DSC value and the similarity index. Our research 

achieved significant advancements in the focus of medical imaging based on the promising results. The 

experimental model recorded the best recall values and high precision, DSC, and similarity index values 

compared to the previous approaches. It is believed that this work can also be refined by exploring 

performance optimization methods and different evaluation metrics.  
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