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 Facial expression recognition has gathered substantial attention in computer 

vision applications, with the need for robust and accurate models that can 

decipher human emotions from facial images. Performance analysis of a 

novel hybrid model combines the strengths of residual network (ResNet) and 

dense network (DenseNet) architectures after applying preprocessing for 

facial expression recognition. The proposed hybrid model capitalizes on  

the complementary characteristics of ResNet's and DenseNet's densely 

connected blocks to enhance the model's capacity to extract discriminative 

features from facial images. This research evaluates the hybrid model 

performance and conducts a comprehensive benchmark against established 

facial expression recognition convolution neural network (CNN) models. 

The analysis encompasses key aspects of model performance, including 

classification accuracy, and adaptability with the labeled faces in the wild 

(LFW) dataset for facial expressions such as anger, fear, happy, disgust, sad, 

surprise, along neutral. The research observes that the proposed hybrid 

model is more accurate and efficient computationally than existing models 

consistently. This performance analysis eliminates information on the hybrid 

model's perspective to further facial expression recognition research. 
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1. INTRODUCTION  

Facial expression recognition (FER) is a fascinating and pivotal area within the domain of computer 

vision and AI. It focuses on the ability of machines to discern and understand human emotions and mental 

states by analyzing facial expressions [1]. Human communication is a complex interplay of verbal and non-

verbal cues, with facial expressions being prominent non-verbal channels. Recognizing and interpreting these 

expressions is of immense significance in various fields [2], [3]. The human face is a canvas of emotions, a 

window to the inner thoughts and feelings of an individual. Whether it is a heartfelt smile, a furrowed brow 

denoting worry, or a raised eyebrow signaling surprise, facial expressions are a rich source of information 

about a person's emotional state [4]. Consequently, the development of technology capable of deciphering 

these cues holds enormous potential in improving our interactions with machines and, by extension, with 

each other [5]. FER systems aim to automatically detect, analyze, and interpret facial expressions from 

images or video frames. This involves the identification of key facial landmarks, extraction of relevant 

features, and the application of machine learning (ML) [6] and deep learning (DL) algorithms to classify 

expressions into emotional categories, such as happiness, sadness, anger, fear, disgust, surprise, and 

neutrality. The ability to recognize these emotions can be applied in diverse applications, including human-
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robot interaction, sentiment analysis, mental health assessment, lie detection, personalized user experiences 

in technology, and the development of empathetic and intuitive artificial intelligent (AI) systems [7].  

Over the years, FER witnessed significant advancements due to the evolution of DL techniques, the 

availability of large facial expression datasets, and the increased computational power of modern hardware 

[8]. These advancements have enabled the development of highly accurate and robust facial expression 

recognition systems, some of which can even outperform humans in certain tasks. In this era of rapid 

technological progress, FER is not only a subject of academic research but also a fundamental tool with 

practical implications in a wide range of industries [9]–[11]. This introduction provides a gateway into the 

intriguing world of FER, highlighting its importance and the transformative impact it can have on our digital 

interactions. The understanding of human behavior is a field that continues to reshape the way we understand 

and interact with the world around us [12], [13]. To improve the accuracy different models are developed 

trained and tested with different datasets. Moreover, some models integrated with different approaches for 

better facial expressions [14], [15]. Facial expression recognition (FER) holds substantial significance in 

various fields and applications due to its potential to enhance human-computer interaction, psychological 

research, and a wide range of industries. Here are some key aspects of the significance of FER: human-

computer interaction (HCI), affective computing, mental health assessment, market research, security and 

surveillance, education and special needs, detection and forensics, entertainment and gaming, research, and 

psychology. Enable machines to understand and respond to human emotions, not only enhances 

technological capabilities but also has the potential to improve human well-being, safety, and the overall 

quality of interactions between people and technology [16]–[20]. 

FER systems have made strides in recent years, due to advancements in deep learning, promoting 

extensive research in the FER field. In this context, Khajuria et al. [21] focused on the convolutional neural 

network (CNN) and visual geometry group-16 (VGG-16) for facial emotion recognition. The accuracy 

achieved by the hybrid model is 91%. Khan et al. [22] proposed a disguise-invariant face recognition model 

for the challenges in an illumination variation environment. With an average runtime of 0.32 seconds, the 

model discovered an accuracy of 98.19%. Alonazi et al. [23] combined MF-based preprocessing, and a 

CapsNet feature extractor, model was developed for automated and accurate FER. The model achieved a 

better accuracy of 99.05% than previous models. Research on the suggested model's computing efficiency 

may be undertaken in the future. Anwarul et al. [24] ensemble a hybrid CNN with hyperparameter tuning 

was created. By using progressive training, the model's recognition accuracy was significantly improved. 

Hybrid ensemble CNN (HE-CNN) model obtained an accuracy of 95% on the custom-built dataset, 91.58% 

on the cross-pose labeled faces in the wild (LFW) dataset, and 99.35% on the LFW dataset. Methods applied 

such as AlexNet by SVM and residual network (ResNet-50), support vector machines (SVM) on Faculdade 

de Engenharia Industrial (FEI) face, LFW, YouTube, and Olivetti Research Laboratory (ORL) datasets. 

Almabdy and Elrefaei [25] showed that their model outperformed most state-of-the-art models in terms of 

accuracy. Accuracy in recognition and categorization is another area in which they want to work. Kavita and 

Chhillar [26] proposed a deep unified face recognition model with the integration of ResNet and DenseNet 

models. Compared to ResNet along with DenseNet, the proposed model achieved a better accuracy of 98.8%. 

The proposed innovative approach results in superior performance, classification, and feature extraction 

capabilities in a face recognition model. Wang and Guo [27] tested some models for face recognition using 

several frameworks including PyTorch, TensorFlow, and Caffe. Meena et al. [28] proposed a framework of 

sentiment identification on face expression recognition on CK+ and FER datasets with 79% and 95% 

accuracy respectively. 

The difficulty that is now being faced with deep learning methods, more notably CNNs, is being 

used to accomplish the goal of accurately identifying facial expressions. The identification of facial 

expressions is significant in a variety of domains, including emotion analysis, and the diagnosis of mental 

health conditions. Existing methods often have difficulty effectively capturing minor subtleties and changes 

in expressions due to the complexity and variety of human emotions. Since this is the case, a more unified 

and robust model is required, one that is capable of handling the complexities of facial expressions across a 

wide range of persons and situations in an effective manner. Therefore, the goal is to construct a deep unified 

model that consistently recognizes and categorizes facial expressions with high accuracy, sensitivity, and 

generalization capabilities. This will be accomplished by harnessing the power of CNNs with the ultimate 

goal of contributing to breakthroughs in emotion identification technology and its applications in real-world 

settings. 

The specific aim behind our hybrid proposed model for FER is to push the boundaries of FER 

technology by combining the strengths of two powerful architectures, aiming for higher accuracy, efficiency, 

and adaptability across diverse scenarios. This model represents a step forward in the ongoing search to 

create a more accurate and versatile system for understanding and responding to human emotions through 

facial expressions. Several key factors drive this work: 
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˗ Enhanced feature learning: Both ResNet and DenseNet architectures have individually demonstrated 

their proficiency in feature extraction for various computer vision tasks. ResNet's residual connections 

allow for the training of very deep networks, while DenseNet's densely connected blocks promote feature 

reuse and information flow. By combining these strengths, the hybrid model is motivated by the potential 

to achieve superior feature learning capabilities, leading to better emotion recognition. 

˗ Accuracy improvement: FER demands a high level of accuracy, as recognizing subtle and nuanced facial 

expressions is a challenging task. The motivation behind the hybrid model is to boost recognition 

accuracy by leveraging the complementary features of ResNet and DenseNet. This is particularly 

important in applications such as mental health MH assessment, and lie detection, along with human-

computer interaction, where precise emotion recognition is critical. 

˗ Efficiency and speed: While accuracy is crucial, the efficiency and speed of FER models are equally 

significant, especially in real-time applications and resource-constrained environments. The hybrid model 

seeks to strike a balance between accuracy and computational efficiency, ensuring that it can be deployed 

in a wide range of applications without compromising real-time performance. 

˗ State-of-art performance: As the field of FER evolves, there is a constant push to develop models that 

outperform existing methods. The motivation for the hybrid model is to be at the forefront of FER 

technology, offering a competitive and state-of-the-art solution that can set new benchmarks in terms of 

accuracy and versatility. 

Section 1 has introduced the role of machine learning and deep learning in facial expression 

recognition along with the need for accuracy, efficiency, and speed enhancement. Section 2 is focused on a 

hybrid approach where ResNet and DenseNet are working in an integrated manner to perform facial 

expression recognition. Image acquisition, image compression, noise removal, training, and testing using a 

hybrid model have been discussed in this section. Section 3 presents the result and discussion part where a 

confusion matrix has been obtained after training and testing. Training, and testing accuracy in the case of 

conventional models such as CNN, DenseNet, and ResNet has been compared to the proposed hybrid 

approach. Section 4 presents the conclusion of the work and proposed work significance considering future 

scope. 

 

 

2. MATERIALS AND METHODS 

To develop a hybrid ResNet and DenseNet model for facial expression recognition there is a need to 

involve a combination of materials and methods from deep learning and computer vision. High-performance 

GPUs are essential for training deep neural networks efficiently. Common choices include NVIDIA GPUs 

such as the GeForce RTX series or Tesla GPUs. Deep learning frameworks like TensorFlow, PyTorch, and 

Keras are used to implement and train the model. Additionally, Python libraries for data preprocessing, such 

as OpenCV, are essential. The face recognition system makes use of the labeled faces in the wild (LFW) [29] 

dataset for training of deep learning models. The Labeled faces in the wild LFW dataset is a popular 

benchmark dataset for face recognition algorithms. It is comprised of over 13,000 tagged face photos 

gathered from various online sources.  

The present research has undergone a preliminary pre-processing phase by compressing image size 

and then using a Gaussian noise reduction mechanism. The impact of noise has been measured to assess the 

picture's overall quality. Due to reduced size, the time consumption of training got reduced. The pictures are 

sent to a convolution neural network model, trained using a hybrid model illustrated in Figure 1. The goal of 

this simulation experiment is to evaluate the relative accuracy of several CNN models on simulated data sets 

that have been subjected to various filtering operations. The process described involves a multi-step approach 

for facial expression image analysis, compression, and noise filtering using a hybrid proposed model. Here's 

a summary of the process: 

˗ Input images: The initial step involves acquiring facial expression images that are often used for 

applications like emotion recognition. These images may be captured in various settings and conditions. 

˗ Image compression: The first part of the model involves image compression. The input images are passed 

through the DenseNet model, which is known for its feature extraction capabilities. DenseNet extracts 

relevant features from the images to reduce their dimensionality and encode important information. 

˗ Noise filtering: After compression, the images are passed through the ResNet model. ResNet is renowned 

for its ability to handle deep neural networks and is often used for image recognition tasks. It further 

processes the compressed images, potentially reducing noise and enhancing the quality of the images. 

˗ Hybrid model: The hybrid proposed model combines the strengths of DenseNet and ResNet architectures 

to capitalize on their complementary characteristics. Specifically, the noise-filtered images after 

compression serve as input to the hybrid model. The model architecture may involve parallel or 
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sequential integration of DenseNet and ResNet components, where features learned by each architecture 

fused or concatenated at certain stages of the network. 

˗ Feature extraction and fusion: In the hybrid model, ResNet and DenseNet components extract 

hierarchical features from the noise-filtered images. These features capture different levels of abstraction, 

ranging from low to high-level details of semantic information related to facial expressions.  

˗ Training: The hybrid model is trained using a suitable optimization algorithm and loss function, to 

minimize classification errors in facial expression recognition. Transfer learning technique utilized to 

initialize the model weights and fine-tuning procedures adapts the hybrid model to the specific 

characteristics of facial expression images, thereby enhancing its discriminative power. 

˗ Testing: After training, the performance of the trained model is evaluated on a test set to assess its 

accuracy and generalization capability.  

 

 

 
 

Figure 1. Proposed work of hybrid model of ResNet and DenseNet 

 

 

The adopted methodology for testing the hybrid ResNet and DenseNet model has utilized both train-

test split and cross-validation techniques to evaluate its performance on the given dataset. We have improved 

hybrid model performance via transfer learning. We used k-fold cross-validation to verify the model 

resilience across data subsets, assuring accurate performance measures. Before model training, the dataset is 

separated into training and test sets to avoid overfitting. 80% of data is allocated in the case of the training 

model, while the remaining 20% is reserved in the case of testing. The hybrid ResNet+DenseNet model is 

trained along with evaluated k times, with each fold serving as a test set once along with the remaining folds 

as training sets for 0,001 iterations. By averaging the results across multiple iterations, cross-validation helps 

to mitigate variability in model performance due to random partitioning of the dataset. We carefully modify 

hyperparameters such as epoch size 50, and batch size 32 respectively. Simulation is performed on Adam 

optimizer settings during training for optimum convergence. To assess model effectiveness, post-training 
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assessment analyzes accuracy. Misclassifications are examined to enhance model design, hyperparameters, 

and preprocessing. 

 This comprehensive approach allows the construction of a complex face expression detection 

system that smoothly blends cutting-edge deep learning architectures, robust preprocessing approaches, and 

rigorous validation processes for higher performance and dependability. The hybrid proposed model for 

facial expression recognition leverages the capabilities of DenseNet and ResNet architectures while 

addressing the challenges posed by noise-filtered images after compression. By integrating complementary 

features learned from these architectures, the hybrid model aims to achieve robust and accurate recognition of 

facial expressions, thus facilitating applications in emotion detection, human-computer interaction, and 

affective computing. 

 

 

3. RESULTS AND DISCUSSION  

Firstly, seven different emotional states of anger, fear, happiness, disgust, sadness, surprise, along 

neutral were considered. It is worthy of praise that the hybrid model showed impressive performance in 

predicting emotional characteristics during the simulation. Throughout the simulation process in-depth 

analysis of the model's predictions in comparison to the ground truth labels is shown in the confusion matrix. 

The confusion matrix presents that the rate of accuracy has been increased whereas the rate of error has been 

reduced. Table 1 illustrates the confusion matrix for the hybrid proposed model, which has 1,095 correct 

predictions for anger faces, 1,262 correct values for disgust faces, 1,206 true values for fear face expressions, 

1,210 correct predictions for happy faces, 1308 faces are detected as Sad faces, 1,412 true values with 

Surprise faces, and 1,122 correct values obtained for neutral facial expression. After simulation, the model 

considered 8,615 true positives out of 8,825. 

 

 

Table 1. Prediction for hybrid proposed model 
  Confusion matrix 
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Anger 1,095 0 0 0 0 0 0 

Disgust 11 1,262 16 0 0 0 1 

Fear 0 2 1,206 0 0 0 0 

Happy 0 2 0 1,210 2 2 1 

Sad 7 1 78 0 1,308 0 0 

Surprise 1 11 44 3 27 1,412 0 
Neutral 0 0 0 0 1 0 1,122 
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Performance comparison of ResNet, DenseNet, traditional CNNs, and the proposed ResNet, and 

DenseNet architectures involves considering their respective strengths and trade-offs across various tasks and 

datasets. Traditional CNNs form the basis for subsequent advancements in convolutional neural network 

architectures. While their performance can be task-dependent, they may struggle with training very deep 

networks due to issues like vanishing gradients. In practice, the choice between ResNet, DenseNet, 

traditional CNNs, or hybrid architectures depends on the specifics of the application, dataset characteristics, 

and the available computational resources. Performance evaluations are often conducted through empirical 

experiments on the target dataset, and the selection of the most suitable architecture may involve careful 

consideration of these factors in Table 2. 

In the performance comparison, four models have been trained and tested considering the dataset of 

labeled faces in the wild illustrated in Figure 2 during training accuracy in sub-Figure 2(a) and testing 

accuracy in sub-Figure 2(b). These models are ResNet, DenseNet, CNN, and the Hybrid proposed model. 

Several key metrics were considered, providing insights into their effectiveness for classifying emotional 

traits. ResNet exhibited a notable advantage in overall accuracy, showcasing its capability to correctly predict 

emotional states. However, this accuracy came at the cost of a slightly higher computational burden, as 

indicated by a longer training time. The error rate for ResNet is comparatively low, signifying a high 

precision in its predictions. The true positive counts for emotional traits are commendable, reinforcing its 

proficiency in capturing instances of specific emotions. It is observed that testing and training accuracy of the 

Hybrid proposed model is maximum whereas the conventional model yields yielding least accuracy during 

training and testing. 
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Table 2. Comparative analysis of models 
ResNet [2], [3], [14], [15], [22]-[24], [27] DenseNet [22], [23], [25]-[27] Hybrid proposed work 

˗ ResNet, with its introduction of residual 
connections, has addressed the 

challenges associated with training deep 

networks. 
˗ The use of skip connections facilitates 

the training of extremely deep 

architectures, allowing ResNet to 
achieve state-of-the-art performance in 

various image classification tasks. 

˗ The simplicity and effectiveness of 
ResNet's architecture have made it a 

widely adopted and influential model in 

the field. 

˗ DenseNet, on the other hand, takes a 
different approach by introducing dense 

connections between layers. 

˗ This architecture promotes feature reuse 
and helps mitigate the vanishing 

gradient problem. DenseNet often 

requires fewer parameters compared to 
traditional architectures, leading to 

more parameter-efficient models. 

˗ The ability to connect each layer to all 
preceding layers contributes to its 

competitive performance on image 

classification tasks. 

˗ Hybrid architectures that combine 
elements of ResNet and DenseNet 

have also been explored to leverage 

the strengths of both. 
˗ Such hybrids may use residual 

connections in some parts of the 

network and dense connections in 
others, offering a flexible approach 

depending on specific requirements 

of the task. 
˗ The design of hybrid architecture 

depends on factors such as 

computational resources, dataset size, 
along desired trade-offs between 

model complexity and performance. 

 

 

 
(a) 

 

 
(b) 

 

Figure 2. Comparative analysis of accuracy for different models (a) training accuracy (b) testing accuracy 
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Table 3 presents the comparative analysis of model performance. Each model exhibited strengths 

and weaknesses across different performance metrics. DenseNet stood out for its high overall accuracy, while 

ResNet offered a good balance between accuracy and training efficiency. The traditional CNN model 

provided a reliable baseline, and the hybrid proposed model capitalized on the strengths of multiple 

architectures. The choice of the best model may depend on specific requirements such as computational 

resources, training time constraints, and the desired trade-off between accuracy and efficiency. The overall 

accuracy, error rate, and training time obtained for the ResNet model is 97.20%, and 2.80%, in 134 minutes 

as these are 97.43%, and 2.57% in 130 minutes for DenseNet respectively. On the other hand, the overall 

accuracy, error rate, and training time for the CNN model are 97.11%, 2.89%, and 140 minutes as these are 

97.62%, 2.38%, and 123 minutes for the hybrid proposed model respectively. DenseNet excelled in overall 

accuracy, DenseNet provided a balance between accuracy and training efficiency, the traditional CNN model 

offered a reliable baseline, and the hybrid proposed model leveraged a combination of strengths to deliver 

competitive performance across key metrics. 

 

 

Table 3. Comparative analysis of models performance 
Models Overall Accuracy Error Rate Training Time Correct Prediction 

ResNet [27] 97.20% 2.80% 134 8626 

DenseNet [24] 97.43% 2.57% 130 8599 

CNN [22] 97.11% 2.89% 140 8596 
Hybrid Proposed Model 97.62% 2.38% 123 8615 

 

 

Figure 3, is a graphical representation illustrating a comparison of various parameters, including 

overall accuracy and training time in sub-Figures 3(a), and 3(b) across different models such as ResNet, 

DenseNet, CNN, and the hybrid proposed model. The superiority of the hybrid proposed model suggests that 

its combination of features from ResNet, DenseNet, and potentially other techniques results in enhanced 

performance compared to standalone architectures like ResNet, DenseNet, and CNN. The overall accuracy 

figure shows accuracy in the case of reset DenseNet, CNN, and the proposed model where it is observed that 

the accuracy of the hybrid proposed work is higher than conventional models. On the other hand, training 

time chart presents the performance and it is found that the training time of the hybrid proposed model is 

higher than that of conventional models. 

The improved accuracy implies that the hybrid proposed model effectively captures both local and 

global features, leveraging the strengths of ResNet's skip connections and DenseNet's dense connectivity. 

Moreover, the reduced training time highlights the model's efficiency, indicating faster convergence during 

the training phase. Overall, Figure 3 provides compelling evidence that the hybrid proposed model offers a 

superior solution for facial expression recognition compared to existing architectures, thereby showcasing its 

potential for practical deployment in real-world applications. 
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Figure 3. Comparison of performance parameters for different models where (a) overall accuracy  
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4. CONCLUSION AND FUTURE WORK 

Present research mainly focuses on preprocessing and a hybrid proposed model to reduce the size of 

images with fine quality so that the time consumption of training is reduced. The hybrid model's efficacy in 

recognizing a wide range of facial expressions, from basic emotions to nuanced expressions, is explored. The 

overall accuracy for the hybrid proposed model is 97.62%. Moreover, the accuracy of the proposed work is 

higher than conventional. Simulation results conclude that hybrid proposed model is performing fast as 

compared to conventional CNN, ResNet, along DenseNet models. Sometimes, the system is confused with 

fear and sad facial expressions. In the future, research directions may include further exploration of hybrid 

architectures and optimization techniques to push the boundaries of model performance and efficiency. The 

evaluation can be performed with various datasets to analyze the robustness of the hybrid model. Further, an 

improved approach can be added to classify the emotions that will have helpful potential for practical 

deployment in real-world applications.  
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