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 Software evolution is an essential foundation in delivering technology that 

adapts to user needs and industry dynamics. In an era of rapid technological 

development, software evolution is not just a necessity, but a must to ensure 

long-term relevance. Developers are faced with major challenges in 

maintaining and improving software quality over time. This research aims to 

investigate the correlation between feature volatility and bug occurrence rate 

in software evolution, to understand the impact of dynamic feature changes 
on software quality and development process. The research method uses 

commit analysis on the dataset as a marker of bug presence, studying the 

complex relationship between feature volatility and bug occurrence rate to 

reveal the interplay in software development. Validated datasets are 
measured by metrics and correlations are measured by Pearson-product-

moment analysis. This research found a strong relationship between feature 

volatility and bug occurrence rate, suggesting that an increase in feature 

changes correlates with an increase in bugs that impact software stability and 
quality. This research provides important insights into the correlation 

between feature volatility and bug occurrence rates, guiding developers and 

quality practitioners to develop more effective testing strategies in dynamic 

development environments. 
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1. INTRODUCTION 

Software evolution is a critical aspect in building a technological foundation that can adapt to the 

development of user needs and industry dynamics [1]–[3]. In an era where the speed of technological change 

is accelerating, software evolution is not just a necessity, but a necessity to ensure that the applications 

developed can continue to be relevant and provide added value [4], [5]. Software developers are faced with 

significant challenges in maintaining and improving software quality over time [6], [7]. These challenges 

include demands to quickly respond to changing user needs, maintain compatibility with evolving technology 

environments, and still ensure security and optimal performance [8]–[11]. Thus, a deep understanding of the 

importance of software evolution and the difficulties faced by developers in the face of continuous change is 

a crucial basis for designing adaptive and sustainable development strategies. 

Feature volatility, which indicates to what extent and how often changes are made to certain features 

in a software application over time, reflects the dynamic nature of software development [12], [13]. 

Understanding the constant evolution of such features is crucial, as this directly affects the adaptability and 

https://creativecommons.org/licenses/by-sa/4.0/
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robustness of software applications [14]–[17]. Understanding the nuances of feature changes throughout the 

development cycle is key for developers, as it empowers them to foresee and respond effectively to changing 

user needs and evolving industry trends [9], [10], [18], [19]. In the context of software evolution, where 

staying abreast of user demands is crucial, feature volatility emerges as a critical factor [20], [21]. The 

inherent dynamics of the feature set not only reflect the software system's response to user needs but also 

pose challenges that require careful attention [7], [22]. Thus, a careful understanding of feature volatility 

becomes a crucial point in navigating the complexities of software development and is integral to ensuring 

the sustainability and relevance of software applications in an ever-changing technological landscape. 

The bug occurrence rate plays a crucial role as an important indicator to measure in the software 

development process [23], [24]. The bug occurrence rate, often expressed as a percentage or number of 

specific defects per test cycle, provides valuable insights into the stability of a software application [25], [26]. 

This indicator not only provides an overview of the quality of the application but can also be used as an 

important parameter in evaluating and measuring the overall stability level of a software application [27], 

[28]. This is because the bug incidence rate is a mirror of the overall quality of the developed software. The 

existence of bugs not only affects application performance but also has a direct impact on user experience 

[29]. A low bug occurrence rate indicates that the software is relatively stable and error-free and a high bug 

occurrence rate indicates that the software may have serious quality issues [30], [31]. 

Wang et al. [30] introduced an automated static analysis tool to identify critical configuration 

positions in complex source code, revealing a positive correlation between feature volatility and software 

error rates. Their study underscores the importance of understanding how feature volatility impacts software 

development. In a separate endeavor, Pilliang et al. [31] highlighted the advantages of automation in saving 

time and costs, particularly evident in their creation of automated regression suites using open-source tools 

for healthcare solutions. Their research, focusing on Kanggle.com's repository platform, demonstrated an 

86% accuracy rate in a risk matrix model, showcasing the effectiveness of automation in improving software 

development processes. Furthermore, Handani et al. [20] quantitatively explored the relationship between 

feature volatility and software architecture design stability in object-oriented software. By utilizing 

Constantinou metrics, they analyzed architecture design stability alongside feature volatility across 

consecutive versions, providing valuable insights validated by expert evaluators. Additionally, Ruohonen  

et al. [32] investigated volatility modelling in time series within software development contexts, employing 

FreeBSD as a case study. Their research delved into volatility properties in bug tracking, development 

activities, and communication interactions, shedding light on challenges and empirical studies related to 

software evolution and time series volatility. 

While previous studies offer insights into software development, none directly address the 

correlation between feature volatility and bug occurrence. Identifying this gap, our research explores this 

relationship to enhance understanding and mitigation of software errors, particularly within evolving systems. 

Uncovering this amidst the complexities of software evolution poses a significant challenge. Feature 

volatility can negatively impact software quality by making software more error-prone, harder to test, and 

more expensive to maintain [33], [34]. While it is known that feature volatility can introduce complexity and 

uncertainty in the development process, the exact relationship and mechanisms that affect bug occurrence 

rates still require further investigation [35]. By using commit as an indicator of bug presence, this study aims 

to fill this knowledge gap and provide deeper insights into how feature volatility affects software 

development quality. The results of this study are expected to provide valuable guidance to software 

developers and quality assurance practitioners in developing more effective testing strategies for dynamic 

development environments. 

 

 

2. METHOD 

In the research process, analysis methodology plays a central role in ensuring the success and 

accuracy of the findings. Through four structured stages, namely i) research design, ii) data collection,  

iii) measurement elements, and iv) quantitative analysis. Researchers are guided to carry out research with 

precise and directed steps. 

 

2.1.  Phase 1: Research design 

This study uses an empirical research approach to investigate the impact of feature volatility on 

software quality. The research design includes a comprehensive analysis of the software development process 

in relation to feature volatility. To conduct this analysis, five different real projects were selected for 

simulation: 'Nelayanku', 'RajaGula', 'Loak.In', 'ServiceTrip', and 'SwapGoodFabric'. Developed between 

2021 and 2023, each project offers four different versions, reflecting different stages of development and 

refinement. Notably, all projects are built using the Laravel framework, with PHP as the primary 
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programming language. This selection of projects and their respective characteristics provides a solid 

foundation for evaluating the effects of feature volatility on software quality. 

 

2.2.  Phase 2: Data collection 

At this stage, it is explained how the data is modelled to fit the desired metrics. The data used comes 

from historical lists published on the official website of the project. The data features, as shown in Table 1 

with five different data sets, include a wide range of modified features. In addition, the methods described 

also consider data customization techniques to ensure conformity with the desired metrics. 

It is important to note that the selection of data from historical sources provides a solid basis for 

modelling. This historical data reflects the evolution of the project over time and provides the context 

necessary to understand the impact of feature changes on the metrics being measured. Each data set is 

described in detail to provide context for the feature variations that occur. This analysis includes significant 

feature changes, specific changes at certain levels, and other aspects that affect relevant metrics. 

The next step after data modelling is to apply metrics to each data set. Thus, it can be evaluated 

whether the feature variations recorded in the data have a significant impact on the measured metrics. 

Overall, this stage provides an important foundation for understanding the relationship between feature 

changes and outcome metrics in this project. Advanced statistical analysis was used to evaluate these 

relationships, providing a deeper understanding of the dynamics of this project.  

 

 

Table 1. Five datasets used 
Loak.In application 

Version Features Description 

LK01 General system modifications 

LK02 Add a product filter feature 

LK03 Add login option using google 

LK04 Add product search feature 

  

RajaGula application 

Version Features Description 

RJ01 General system modifications 

RJ02 Add product search feature in the favorite menu 

RJ03 Add product filter feature by category 

RJ04 Add login option using google 

  

Nelayanku application 

Version Features Description 

NL01 General system modifications 

NL02 Add login option using google 

NL03 Add product pre-order feature 

NL04 Add user address change feature 

  

ServiceTrip application 

Version Features Description 

ST01 General system modifications 

ST02 Added search feature in all menus (city data, employee data, official travel data) 

ST03 Add login option using google 

ST04 Add generate pdf in business trip details 

  

SwapGoodFabric application 

Version Features Description 

SG01 General system modifications 

SG02 Add login option using google 

SG03 Add print member transaction role feature 

SG04 Add delete complaint-member role feature 

 

 

2.3.  Phase 3: Measurement 

This measurement starts from the initial version to the final version of each project. Volatility results 

depend on the number of features modified and the total number of features commits from successive 

versions. The process of iterating commits for feature volatility involves creating repeated commits for 

different features, allowing for a thorough evaluation of the degree of fluctuation of those features over 

successive iterations. During these iterations, each feature modification is recorded and collected to form a 

history of the evolution of the project from the initial version to the final version. Measuring feature volatility 

not only looks at the frequency of feature changes but also considers the total commits involved in the 

process. This provides a more holistic perspective on feature changes that occur during project development. 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 14, No. 5, October 2024: 5381-5389 

5384 

Table 2 is a table recording changes and the number of commits in a dataset. This table provides 

details of changes that occurred during project development, including information about each commit made, 

including the type of change made and total number of commits. This logging forms the basis for further 

analysis of feature volatility, enabling a deep understanding of the project's evolution over time. By detailing 

each change and commit to this dataset, stakeholders can track and evaluate the dynamics of feature changes 

that may impact the overall volatility of the project. This iterative process allows for a deeper understanding 

of how each feature change contributes to overall volatility. By creating iterative commits for different 

features, the analysis can cover various contexts and dynamics that may influence feature fluctuations from 

version to version. 

 

 

Table 2. Example of commits on Loak.In dataset 
Commit Table Version 

Version 4 

 Filter Authentication Authentication 

Commit 1 - - v  

Commit 2 v v - 

Commit 3 v v - 

Commit 4 - - v 

Commit 5 - v - 

Commit 6 v v - 

Commit 7 v v v 

 

 

2.4.  Phase 4: Quantitative analysis 

In statistical analysis, we have used the volatility metric to measure how much data changes. In the 

context of requirements, we use a requirements volatility metric called functional specification stability. As 

described in (1), this metric depends on the number of features that change. This metric can also be used to 

calculate the volatility of features. Volatility equal to zero indicates that all features change significantly. 

Conversely, volatility equal to one means that all features do not change. 

 

𝑉𝑜𝑙𝑎𝑡𝑖𝑙𝑖𝑡𝑦 (𝑖, 𝑖 + 1) = 1 −  
𝐹(𝑖+1)

𝑡𝑜𝑡𝐹(𝑖)
   (1) 

 

In addition, we also use the Pearson product moment method to determine the dependency between 

two variables. This method, as shown in (2), is mainly used to model ratio data. To evaluate these results, we 

calculate the t value of the correlation coefficient or compare the r value with the r table. We also conducted 

a model fit test to ensure that the method used was appropriate for the characteristics of the observed data, 

thus strengthening the reliability of the analysis performed. 

 

𝑟𝑥𝑦 =  
𝑛 ∑ 𝑥𝑖 𝑦𝑖− ∑ 𝑥𝑖  ∑ 𝑦𝑖  

√𝑛 ∑ 𝑥2𝑖−(∑ 𝑥𝑖)2 √𝑛 ∑ 𝑦2𝑖−(∑ 𝑦𝑖)2   (2) 

 

To conduct further quantitative analysis, we adopted the least squares regression method. Using data 

obtained from relevant software development sets, we built a regression model relating the independent 

variable (feature volatility) to the dependent variable (bug rate). Rigorous statistical measures, including 

significance and validity tests, were implemented to ensure the reliability of the results. This regression 

analysis, shown in (3), provides an in-depth understanding of the patterns of interconnectedness between the 

variables, enabling the identification of critical factors that could potentially affect bug occurrence rates. 

Where a is the slope of the line and b is the y-intercept of the line with the y-axis shown in (4) and (5). This 

quantitative approach provides a solid foundation for a rigorous and thorough empirical evaluation of the 

impact of feature volatility on software quality in the development lifecycle. 

 

𝑦 = 𝑎𝑥 + 𝑏  (3)  

 

𝑎 =
∑(𝑥𝑖−�̅�)(𝑦𝑖 − �̅�)

∑(𝑥𝑖−�̅�)2  (4) 

 

𝑏 = �̅� − 𝑎�̅� (5) 
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3. RESULTS AND DISCUSSION 

We applied the evaluation mechanism to open-source projects built using the Laravel framework. 

We use 5 open-source projects that represent 5 datasets projects because we wanted to see if this mechanism 

could be applied in object-oriented projects. This was done to evaluate whether the mechanism could be 

applied to object-oriented projects. In addition, the selection of open-source projects that represent different 

aspects of software development in an object-oriented environment also aims to ensure the validity and 

generality of the findings obtained from the evaluation of these mechanisms. 

 

3.1.  Result 

Based on the results of volatility measurement and bug analysis on five different datasets, there is a 

correlation between the level of change in application features and the occurrence of bugs. The higher the 

level of modifications or changes made to an application feature, the greater the probability of bugs or 

malfunctions in the feature. This finding suggests that app developers should pay close attention to the 

volatility aspect of features and conduct rigorous testing whenever making changes to app features. Thus, the 

occurrence of bugs can be minimized and the quality of the application can be maintained.  

In Table 3, it can be seen that the rate of change of application features in the RajaGula, Loak.In, 

ServiceTrip, SwapGoodFabric, and Nelayanku datasets are 2, 3, 2, 2, and 2, respectively. Meanwhile, the rate 

of occurrence of feature bugs in these datasets is 5, 8, 4, 9, and 7, respectively. From the data, it can be 

concluded that the higher the rate of change in application features, the greater the possibility of feature bugs. 

This is because changes to application features can cause changes to the program code, which can lead to 

errors or bugs. Through the execution of the least squares regression method on the corresponding graphs, we 

were able to construct a comprehensive calculation to determine the significant relationship between the 

number of bugs and feature volatility which can be seen in Figure 1.  

 

 

Table 3. Result of measurement 
Version Dataset Volatility Bug 

1 – 4 

RajaGula Dataset 2 5 

2 8 

4 16 

Loak.In Dataset 3 8 

3 10 

3 11 

ServiceTrip Dataset 2 4 

2 8 

4 16 

SwapGoodFabric Dataset 2 9 

2 11 

4 15 

Nelayanku Dataset 2 7 

3 12 

4 13 

 

 

As illustrated by the results on the RajaGula dataset, it was found that every one-unit increase in the 

number of bugs correlated with a two-unit increase in feature volatility. As such, this finding indicates a 

strong positive correlation between the two variables, reflecting that the more feature volatility there is, the 

higher the bug rate. After controlling for other variables such as code size or release time, additional analysis 

also confirmed the continued significance of the relationship between feature volatility and the number of 

bugs, strengthening the validity of the previous findings. This additional analysis provides additional support 

to the findings, confirming that the relationship between feature volatility and the number of bugs remains 

consistent and strong 

In exploring the implications of this finding, its relevance in the context of software development 

becomes clear. An increase in the number of bugs not only reflects a quantitative problem but also provides 

clues to the complexity and variety of possible impacts. For example, more and varied bugs may lead to 

increased complexity in software repair and management. Therefore, an in-depth understanding of the 

positive relationship between bug count and feature volatility can equip development teams with better 

insights, enabling a more proactive response to emerging issues. By basing these findings on concrete 

calculation results from the dataset, we can establish that bug volatility can be measured in more detail and 

estimated with more precision based on the number of bugs detected. This computer data is not only tangible 

evidence of the observed relationship but also an important tool in providing a solid foundation for more 

informed decision-making in software management and repair.  
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From the results of the previous graph analysis, it can be seen that there is a significant relationship 

between the number of bugs and feature volatility. In line with these findings, we also calculated Pearson-

product moment correlation values to evaluate each of our datasets, to identify potential anomalous datasets. 

The high correlation, reaching a value of 0.85, is a strong indication that an increase in the number of bugs 

consistently correlates with an increase in bug volatility. While we were involved in this calculation to 

investigate each dataset, the findings provide additional confirmation of the close relationship between bug 

count and feature volatility, enriching our understanding of this dynamic in the context of software 

development. 

In Table 4, datasets with high correlation values have important relevance in bug management, 

especially regarding the relationship between bug count and feature volatility. When the correlation value 

reaches 0, indicating no significant relationship between the two variables, attention to the effect of bug 

volatility due to an increase in the number of bugs may not be needed. On the contrary, a high correlation 

value, as in this case, is a warning against the potential risk of higher bug volatility as the number of bugs 

increases. In this context, it is emphasized that datasets that show a correlation value of 0 can be considered 

anomalies. Thus, the Loak.In dataset, which shows the lowest correlation among the five datasets, can be 

identified as an anomaly or data that does not follow the general pattern of the relationship between the 

number of bugs and feature volatility. 

 

 

 
 

Figure 1. Feature volatility trends 

 

 

3.2.  Analysis and discussion 

The overall aim of this research is to explore the correlation between requirements volatility and bug 

occurrence rate in the context of software development. Our approach focuses on the volatility of functional 

requirements in the requirements aspect and the bug occurrence rate in the architecture aspect. The analysis 

method we chose was Pearson-product moment correlation to provide clarity and objectivity. This approach 

strengthens the understanding of how changes in functional requirements can affect the occurrence of bugs in 

the software structure, providing valuable insights for software development practitioners.  

Case studies on four datasets, RajaGula, ServiceTrip, SwapGoodFabric, and Nelayanku revealed a 

significant correlation between variables, suggesting that changes in functional requirements can affect 

system architecture, and vice versa. However, the Loak.In dataset showed a correlation coefficient of 0, 

indicating no correlation between requirements volatility and bug occurrence rate in the architecture. This 

confirms that changes in requirements in this dataset do not necessarily have a direct impact on system 

architecture. By incorporating the least squares regression method, the results reaffirmed the previous 

correlation findings, showing that the higher the level of feature volatility, the greater the number of bugs. 

However, it is important to note that the emergence of requirement changes that are considered anomalies 

does not always directly impact the architecture. The conclusion that can be drawn is that while the rate of 

change of application features can increase the likelihood of bugs, ideal software should be able to respond 

robustly to changing requirements, while still maintaining the stability of its architecture. 
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This analysis not only highlights the finding of a significant correlation between requirements 

volatility and bug occurrence rates but also emphasizes the importance of understanding the dynamics of 

requirements volatility in the context of software. This indicates that changing requirements can be a trigger 

for bug occurrence, which needs to be carefully considered in the software development lifecycle. While 

requirements volatility can contribute to an increase in the number of bugs, responses to requirements 

changes that are considered anomalous do not necessarily create a similar impact on the architecture. The 

practical implications of these findings can be directed towards the development of a more careful risk 

management strategy, where requirements changes can be identified, assessed and managed proportionally. 

As such, project management can be more effective in mitigating bug risks without excessively sacrificing 

architectural stability. 

Previous research emphasizes that changes in architecture are a response to volatility features, which 

implies that the higher the level of volatility, the greater the likelihood of changes in architecture. However, 

recent research has found direct evidence that the more volatility there is, the higher the rate of bugs in 

software. These findings change the previous paradigm and highlight the strong correlation between feature 

volatility and bug rates, highlighting the importance of understanding and managing volatility effectively in 

software development. Overall, the findings provide a basis for a more holistic approach to software project 

management, emphasizing the complexity of the dynamics between requirements volatility, bug occurrence 

rate, and architectural stability. A deeper understanding of these relationships can make a positive 

contribution towards the development of software that is adaptive and responsive to inevitable environmental 

changes. 

 

 

Table 4. Result of correlation analysis 
Dataset Re Volatility (Xi) Bug (Yi) Xi2 Yi2 XY 

RajaGula Dataset 2 5 4 25 100 

2 8 4 64 256 

4 16 16 256 4.096 

Sum 8 29 24 345 4.452 

 Correlation Coefficient 0.96 

Loak.In Dataset 3 8 9 64 576 

3 10 9 100 900 

3 11 9 121 1.089 

Sum 9 29 27 285 2.565 

 Correlation Coefficient 0 

   

ServiceTrip Dataset 2 4 4 16 64 

2 8 4 64 256 

4 16 16 256 4.096 

Sum 8 28 24 336 4.416 

 Correlation Coefficient 0.94 

SwapGoodFabric Dataset 2 9 4 81 324 

2 11 4 121 484 

4 15 16 225 3.600 

Sum 8 35 24 427 4.408 

 Correlation Coefficient 0.94 

Nelayanku Dataset 2 7 4 49 196 

3 12 9 144 1.296 

4 13 16 169 2.074 

Sum 9 32 29 362 3.566 

 Correlation Coefficient 0.49 

 

 

4. CONCLUSION 

This study highlights the significant relationship between feature volatility and the number of bugs 

in software applications. A thorough analysis shows that the higher the rate of change in application features, 

the greater the likelihood of bugs appearing. This finding suggests that feature volatility can be considered as 

a factor comparable to the bug occurrence rate in the software development cycle. In addition, from this 

study, it can be concluded that the coefficient values are correlated, as in the RajaGula Dataset with a value 

of 0.96, ServiceTrip with a value of 0.94, SwapGoodFabric with a value of 0.94, and Nelayanku 0.49. 

However, the results are slightly different in the case of volatility anomalies, resulting in uncorrelated 

coefficient values as in the Loak.In Dataset. The implications of this conclusion are significant for software 

developers and organizations looking to improve the quality and stability of their applications. By 

understanding the correlation between feature volatility and the number of bugs, developers can take 

preventative and proactive measures, such as improving testing on frequently changing features or 

strengthening change management strategies. This can help reduce the negative impact of bugs on user 
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experience and improve overall application reliability. In facing the challenges of software evolution, this 

research provides a strong foundation for software development practices that are more adaptive and 

responsive to change. By paying attention to and managing feature volatility, developers can optimize their 

efforts to design applications that are not only innovative but also stable and reliable over time. In addition, 

this research can also improve software quality by enabling more detailed measurements of development 

planning, thereby strengthening effectiveness and efficiency in dealing with constantly changing dynamics in 

the software development environment. 
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