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 A pseudorandom pattern generator produces sequences similar to true 

random sequences. A variable length pseudo-random pattern generator 

(PRPG), which can be used as a pattern generator for various applications 
like built-in self-test (BIST) or cryptography, is proposed in this paper. Our 

work is based on a linear feedback shift register circuit platform. The 

proposed design can generate patterns corresponding to different characteristic 

polynomials of any given polynomial degree. These characteristic 
polynomials are integrated into the linear feedback shift register circuit by 

providing an option to select the feedback paths of any of these polynomials. 

This paper implements and evaluates the proposed design for primitive and 

non-primitive characteristic polynomials of degrees 3 to 15. The circuit 
generates output patterns of different periods based on user inputs. 

Compared to other pseudorandom pattern generator circuits, the proposed 

circuit can generate a large set of patterns and consumes less power. 

Adequate results from the experiments demonstrate the functionalities and 

performance of the proposed pattern generator from degrees 3 to 15. The 

proposed circuit generates pseudorandom patterns that can be used not only 

for built-in self-test but also for cryptography and wireless communication 

applications. 
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1. INTRODUCTION 

A pseudorandom binary sequence (PRBS) or pseudorandom number is a binary sequence that shows 

statistical behavior comparable to a genuine random sequence. The pseudo-random pattern generator (PRPG) 

creates a sequence of integers with similar qualities to random numbers [1]. The sequence of patterns starts 

from an arbitrary state by using an initial state also known as seed value. Thus, if the starting sequence is 

known, all the sequences can be regenerated later, making them deterministic. Pseudorandom patterns are 

used for applications like cryptography [2]–[4], integrated circuit (IC) testing [5]–[12], where, it is used to 

supply patterns required to test a circuit under test (CUT), information theory [13]–[15] and 

telecommunication [16], [17]. The maximum length sequence produced by a linear feedback shift register 

(LFSR) is a typical example. LFSRs are extensively used in many electronic equipment that require the 

generation of pseudo-random sequences for their operation. Secure communications also use LFSRs as 

fundamental building blocks for stream ciphers. LFSRs can be used to build robust physical unclonable 

functions (PUFs) in cryptography applications.  

A LFSR generates a pseudo-random sequence based on an initial seed (𝑠𝑖). The linear function for 

generating the pseudo random sequence is the characteristic polynomial on the basis of which XOR tap 
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points for the LFSR are fixed [18]–[21]. The bits in the LFSR which influence the pseudo random sequence 

generation are called taps. The linear function of LFSR is generated by connecting the XOR function at tap 

points, which in turn depends on the characteristic polynomial. The polynomial degree determines the 

number of D flip-flops to be employed and the location of XOR taps (𝑥𝑖) in the circuit. The output 

pseudorandom sequences obtained from the LFSR is as per (1): 

 

𝑠𝑘 = ∑ 𝑥𝑖𝑠𝑘−1
𝑛
𝑖=0  (1) 

 

where 𝑠𝑘 is output sequence and 𝑘 ≥ 𝑛 [19]. The 𝐷 registers decide bit size in the output sequences, also 

known as word length. The longest feasible sequence intended by LFSR for a number of bits n is 2𝑛 − 1 

[22]. The polynomial that generates 2𝑛 − 1 sequences is recognized as a primitive polynomial and those 

polynomials generating lesser number of sequences are non-primitive in nature. Using characteristic 

polynomial, different circuit structures of LFSR can be implemented, namely Fibonacci (external or 

standard), Galois (internal or modular), reseeding, and complete LFSRs [22]–[24] and the proposed design is 

based on a Fibonacci LFSR structure. The Fibonacci and Galois LFSR structures are duals of each other for a 

given characteristic’s polynomial. Uniformity of the shift register forms the main advantage of a Fibonacci 

structure [25], [26] whereas, Galois LFSR functions faster than its Fibonacci version due to the placement of 

taps internal to the shift register, thus resulting in maximum delay equal to that of a single XOR gate. 

Primitive polynomials, which generate maximal length sequence 2𝑛 − 1, and non-primitive polynomials, 

which generate sequences 2𝑛 − 1 are used in our design. Reseeding configurations enable the circuit to 

include external seed values and complete LFSR structures generates all 2𝑛 − 1 sequences by leveraging 

NOR gates. 

Many researchers have experimented with LFSR and numerous variations are also being explored 

[11], [22], [23], [27]–[32]. The LFSRs are extensively used in IC testing and cryptographic applications since 

they are capable of producing pseudo random sequences. Normally, the consecutive sequences generated by 

a LFSR are assured to be least correlated as they differ at more bit positions. But this increased switching 

activity results in increased power dissipation. For compact and miniature hardware implementations for 

enhanced portability and performance, the power dissipation should be further reduced. The primary aspect 

considered for addressing the issue of power dissipation in LFSR is the switching activity. Instead of XOR, 

XNOR gates can also be exercised as tap points [22], but the former is more commonly used [33], [34]. 

While the XOR gate taps bring the circuit to a lock state for the LFSR register in all outputs zero state, the 

presence of XNOR gate causes the circuit to arrive in a lock state for all outputs one. In the proposed design, 

we have considered XNOR gates in the tap points since the circuit can be driven to the initial state by 

enabling the clear pin. An analysis of Galois and Fibonacci LFSR behavior is done in [22], [27], where a 

polynomial is configured to work as a modular and standard structure based on the control signal. While the 

experiments of [22] are done using XNOR gates, the experiments in [27] use XOR gates in the feedback 

path. Even though both these works showcase the difference between the patterns generated for both types of 

LFSRs and the usage of XOR and XNOR, they still need to explore the possibilities of changing the 

polynomials. This work proposes to provide polynomial level reconfigurability to LFSR architectures. The 

polynomial level reconfigurability ensures the generation of more numbers of significant output patterns 

from the LFSRs than [22], [24]. 

Even though the LFSR circuits are commonly used in cryptographic applications, the knowledge of 

the origin/initial value of LFSR enables the prediction of output sequences. The nature of predictability of the 

output patterns can be reduced, which increases the security, by making modifications in the existing LFSR 

circuit. Ramasamy and Samiappan [35] suggests a vertically stacked structure of LFSR that changes LFSR 

PRBS sequence length and increases the complexity of deciphering the code in security applications. The 

trade-offs in this design, like an increase in hardware complexity, are addressed in [36], where an 

inexpensive LFSR-based secured architecture is proposed without affecting testability and the authors present 

investigative results with a secure methodology that steers to low power and area overhead. 

Another application of LFSR is in logic built-in self-test (LBIST), which initially evolved for board-

level, system-level, and in-field tests, and has recently become more common. Test pattern generator 

produces output patterns that can strategically promote fault coverage in a built-in self-test (BIST). An LFSR 

can be used for the different classes of test patterns: deterministic, algorithmic, exhaustive, pseudo-

exhaustive, pseudo-random, and random test patterns, which are not mutually exclusive. LFSRs are the most 

preferred circuits for test pattern generation (TPG) among the other TPG circuits such as finite state machine 

(FSMs), counters, and cellular automata, because of the improved hardware area efficiency, enhanced fault 

coverage and lesser combinational logic requirements. Remodeling an LFSR circuit using weighted patterns 

can further improve the fault coverage by targeting the random-pattern-resistant (rpr) faults. Along with these 
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advantages, LFSR circuits address the issues of structural and linear dependencies more precisely than 

cellular automata (CA) [25]. 

Several circuits and methods are available for generating pseudorandom patterns. While some 

generate all patterns at the cost of high-power requirements, some utilize more hardware. Many of the 

circuits does not discuss the reconfigurability, which can greatly improve the diversity of generated patterns. 

For a specific polynomial degree n, the proposed design is thus capable of: i) developing different sets of 

pseudorandom patterns based on different polynomials, or configurability; ii) less area overhead compared to 

related circuits; and iii) ability to generate patterns while consuming less power. This paper's remaining 

content is arranged as follows. Section 2 outlines the proposed design with its methodology covered in 

section 3. Section 4 covers results of functional verification and the field programmable gate array (FPGA) 

implementation frameworks followed by section 5 which concludes the paper. Table 1 contains tabular data 

summarizing the current and proposed PRPG. 

 

 

Table 1. Summary of related works 
Related work Configurability Length of cycle Hardware utilization Power required 

[22] yes 2𝑛 − 1 low high 

[24] yes 2𝑛 − 1 low high 

[27] yes 2𝑛 high high 

[28] yes 2𝑛 − 1 moderate high 

proposed yes 2𝑛 − 1 low option to reduce 

 

 

2. METHOD 

A generic circuit of the proposed design for an n-bit polynomial is given in Figure 1. Polynomial 

degree will determine the number of flip-flops employed in the circuit. The circuit is realized using the 

Fibonacci architecture for LFSR. The multiplexer block connects the feedback path of polynomial to the 

register bank. 

A 5-bit representation of the design is given in Figure 2. Four polynomials with degree same as 

number of flip-flops are integrated into circuit using multiplexer. The pattern selector input decides the 

polynomial and thus the generated patterns. Clear pins of D Flip-flops share a common connection and 

ensures the starting sequence of all zero pattern. Table 2 shows the pattern selector value, the corresponding 

polynomial, and output sequences. Depending on whether the polynomial is primitive or non-primitive, the 

length of sequences will be 2𝑛 − 1 or, a lesser number respectively.  

 

 

 
 

Figure 1. n-bit model of proposed design 

 

 

 
 

Figure 2. Proposed design configured for polynomial degree 5 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 Field programmable gate array implementation frameworks of … (Geethu Remadevi Somanathan) 

189 

Table 2. Output sequences of proposed PRPG configured for polynomial degree 5 
Pattern 

selector 

Polynomial No. of 

patterns 

Generated output patterns 

0 𝑥5 + 𝑥4 + 1 21 00,10,18,1c,1e,0f,17,1b,1d,0e,07,13,19,0c,16,0b,15,0a,05,02,01 

1 𝑥5 + 𝑥3 + 1 31 00,10,18,1c,0e,07,13,09,04,02,11,08,14,0a,15,1a,1d,1e,0f,17,1b,0d,16,0b,05,12,19,0c,06,03,01 

2 𝑥5 + 𝑥2 + 1 31 00,10,18,0c,06,13,09,14,19,0d,16,1b,1d,1e,0f,17,0b,15,0a,05,02,11,08,04,12,19,1c,0e,07,03,01 

3 𝑥5 + 𝑥 + 1 21 00,10,08,14,0a,15,1a,0d,06,13,19,1c,0e,17,1b,1d,1e,0f,07,03,01 

 

 

When pattern selector value is 3, the circuit is configured to work as the polynomial 𝑥5 + 𝑥4 + 1, 

and since this is a non-primitive polynomial, the number of patterns is 21. For pattern selector value 2, the 

circuit works according to the primitive polynomial 𝑥5 + 𝑥3 + 1, and thus generates all 2𝑛 − 1 patterns i.e., 

31. Primitive polynomial 𝑥5 + 𝑥2 + 1 is opted when the pattern selector is changed to 1 and all 2𝑛 − 1 

outputs are generated. When the pattern selector value is revised to 0, the proposed design is configured to 

the non-primitive polynomial 𝑥5 + 𝑥 + 1 which generates 21 patterns. Thus, the feedback paths given as 

inputs to the multiplexer are a combination of primitive and non-primitive polynomials for lower degree 

polynomials. For higher degree polynomials, the feedback paths are that of only primitive polynomials. For 

polynomial degree 5, the blend of primitive and non-primitive polynomials produces run lengths of 31 and 21 

respectively. Similarly, the run lengths vary according to the change in degree of the polynomial for higher-

degree characteristic polynomials. The combination of primitive and non-primitive polynomials ensures the 

variety of patterns created and thus the use of the proposed design in generating ciphertexts in cryptographic 

applications and for test pattern generation in BIST applications. The experiments were performed from 

polynomial degree 3 to 15 and performance was analyzed. The pattern length used for the analysis varies 

from 4 to 32,767. In all these cases, four sets of sequences are obtained at the output by varying pattern 

selector, and the size of the multiplexer is kept same in all cases. For each polynomial degree, the pattern 

selector can choose between a blend of feedback paths of primitive and non-primitive polynomials which 

ensures all 2𝑛 − 1 patterns or a lesser number. 

 

 

3. IMPLEMENTATION  

Description of the proposed circuit is done using Verilog hardware description language (HDL) and 

verification of functionality is executed using Xilinx ModelSim. FPGAs are desirable for prototyping due to 

the high performance achieved by prompting custom application-specific architectures. Immediate 

computational speedup and low energy consumption are often achieved by implementing remarkably 

optimized data paths. The Xilinx Vivado 2015.1 is employed for the synthesis, verification, implementation, 

and power assessment of the proposed design. The board used for FPGA prototyping is from the Artix-7 

family. Also, the board has an internal clock of more than 450MHz so we simulated the proposed circuit for 

different frequencies: 100, 200, and 500 MHz. For a specific polynomial degree, four different sets of 

patterns are generated based on four polynomials. The different polynomials used in the experiments along 

with the number of output sequences generated are mentioned in next section along with the results of the 

simulation of the proposed design. 

 

 

4. PERFORMANCE ANALYSIS AND RESULTS 

The results of verification of functionality and FPGA implementation of the proposed design are 

discussed in this section. The functional verification is performed using ModelSim and the results are 

presented. Implementation in FPGA is done by Xilinx Vivado tool. 

 

4.1.  Function verification 

Verification of the function of the proposed design was performed for all the cases and polynomials. 

When the polynomial degree is 5 and the pattern selector value is set to 1, the proposed design is configured 

to work as given in Figure 3. The polynomial configured for this input selection is 𝑥5 + 𝑥3 + 1. Since this is 

a primitive polynomial, all 2𝑛 − 1 patterns are generated. The output patterns obtained in functional 

verification for the above-said input combination are given in Figure 4. In Figure 4, the simulation results 

corresponding to degree 5 are presented, where the value of the pattern selector is kept as 01. Similarly, the 

functional verification was performed for all polynomials from 3 to 15 as given in Table 3 details of 

polynomial 5, is in Table 2. All the polynomial degrees from 3 to 15 contain four polynomials, a mix of 

primitive and non-primitive polynomials. For a specific degree, when pattern selector value increases, the 

number of patterns generated increases. Also, when the value is 0, the circuit consumes less power as the 

number of tap points are less. 
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Figure 3. Proposed circuit configured for polynomial degree 5 with pattern selector set to 1 

 

 

 
 

Figure 4. Output for polynomial degree 5 and pattern selector 01 

 

 

Table 3. Polynomial degree 3 to 15 sequences 
Polynomial degree Pattern selector Polynomial No. of o/p sequence 

3 0 𝑥3 + 𝑥2 + 𝑥 + 1 4 

1 𝑥3 + 𝑥2 + 𝑥 + 1 7 

2 𝑥3 + 𝑥 + 1 7 

3 𝑥3 + 𝑥2 + 𝑥 + 1 7 

4 0 𝑥4 + 𝑥2 + 1 6 

1 𝑥4 + 𝑥3 + 𝑥 + 1 12 

2 𝑥4 + 𝑥3 + 1 15 

3 𝑥4 + 𝑥 + 1 15 

6 0 𝑥6 + 𝑥4 + 1 14 

1 𝑥6 + 𝑥2 + 1 14 

2 𝑥6 + 𝑥5 + 1 63 

3 𝑥6 + 𝑥 + 1 63 

7 0 𝑥7 + 𝑥5 + 1 93 

1 𝑥7 + 𝑥6 + 1 127 

2 𝑥7 + 𝑥3 + 1 127 

3 𝑥7 + 𝑥 + 1 127 

8 0 𝑥8 + 𝑥4 + 1 12 

1 𝑥8 + 𝑥 + 1 63 

2 𝑥8 + 𝑥7 + 1 63 

3 𝑥8 + 𝑥6 + 𝑥5 + 𝑥 + 1 255 

9 0 𝑥9 + 𝑥8 + 1 73 

1 𝑥9 + 𝑥 + 1 73 

2 𝑥9 + 𝑥4 + 1 511 

3 𝑥9 + 𝑥5 + 1 511 

10 0 𝑥10 + 𝑥4 + 1 15 

1 𝑥10 + 𝑥8 + 1 889 

2 𝑥10 + 𝑥 + 1 1023 

3 𝑥10 + 𝑥5 + 1 1023 

11 0 𝑥11 + 𝑥10 + 1 1533 

1 𝑥11 + 𝑥7 + 1 1533 

2 𝑥11 + 𝑥4 + 1 1533 

3 𝑥11 + 𝑥2 + 1 2047 

12 0 𝑥12 + 𝑥8 + 1 28 

1 𝑥12 + 𝑥4 + 1 819 

2 𝑥12 + 𝑥11 + 1 3255 

3 𝑥12 + 𝑥7 + 𝑥4 + 𝑥3 + 1 4095 

13 0 𝑥13 + 𝑥9 + 1 7161 

1 𝑥13 + 𝑥6 + 1 7665 

2 𝑥13 + 𝑥12 + 1 7905 

3 𝑥13 + 𝑥4 + 𝑥3 + 1 8191 

14 0 𝑥14 + 𝑥9 + 1 254 

1 𝑥14 + 𝑥6 + 1 5461 

2 𝑥14 + 𝑥4 + 𝑥3 + 1 11811 

3 𝑥14 + 𝑥12 + 𝑥11 + 𝑥 + 1 16383 

15 0 𝑥15 + 𝑥6 + 1 35 

1 𝑥15 + 𝑥9 + 1 93 

2 𝑥15 + 𝑥12 + 1 32767 

3 𝑥15 + 𝑥4 + 𝑥3 + 1 32767 
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4.2.  FPGA implementation 

 The proposed design is implemented and analyzed using three different frequencies: 100, 200, and 

500 MHz. Table 4 gives insights into the performance of the design for all these different frequencies. worst 

negative slack (WNS) is the worst negative slack, while total negative slack (TNS) is the total of setup 

violations for all endpoints in the design. WHS is the worst hold slack, and total hold slack (THS) is the total 

of hold violations for all of the design's endpoints. When all timing checks (TNS, THS, or TPWS) are met, 

the total slack is void. The timing metrics of i) Setup or max delay analysis: WNS > 0 ns and TNS = 0 ns;  

ii) hold or min delay analysis: WHS > 0 ns and THS = 0 ns; and iii) worst pulse width slack (WPWS)> 0 ns 

and total pulse width negative slack (TPWS) = 0 ns, show the timing closure of the proposed design. The 

implementation of the proposed design in all three frequencies generated the aforementioned values in timing 

closure. All the polynomials mentioned in Table 3 were implemented and when the polynomial degree 

increases from 3 to 15, the total delay shows an increase of 2.446 ns only. Figure 5 shows the increase in total 

delay for the proposed design for all three frequencies (delay in all cases remains the same with minor 

variations). Slack values in all the cases also meet the timing requirements. When WNS is a negative value, it 

shows that the timing constraint is violated, and when WNS > 0 ns it indicates that the design meets timing 

constraints, and a positive slack of x ns is intended to mean that an extra delay of x ns can be tolerated [37].  

 

 

Table 4. Implementation results for different frequencies 
Poly 

degree 

Clk 

(ns) 

Total 

delay 

WNS 

(ns) 

Utilization Total On chip 

power (W) 

Dynamic power 

dissipation (W) 

Static power 

dissipation (W) 

Junction 

temp. (℃) FF LUT IO 

3 10 1.001 8.994 3 2 7 0.075 5%(0.004) 95%(0.072) 25.4 

4 10 1.185 8.745 4 2 8 0.084 15%(0.012) 85%(0.072) 25.4 

5 10 1.342 8.652 5 3 9 0.087 17%(0.015) 83%(0.072) 25.4 

6 10 1.728 8.267 6 3 10 0.09 20%(0.018) 80%(0.072) 25.4 

7 10 1.413 8.62 7 3 11 0.093 23%(0.021) 77%(0.072) 25.5 

8 10 1.413 8.62 8 3 12 0.096 25%(0.024) 75%(0.072) 25.5 

9 10 1.827 8.207 9 3 13 0.099 27%(0.027) 73%(0.072) 25.5 

10 10 2.227 7.842 10 3 14 0.102 29%(0.03) 71%(0.072) 25.5 

11 10 2.331 7.552 11 3 15 0.105 31%(0.033) 69%(0.072) 25.5 

12 10 2.096 7.838 12 4 16 0.108 33%(0.036) 67%(0.072) 25.5 

13 10 3.167 6.73 13 4 17 0.111 35%(0.039) 65%(0.072) 25.6 

14 10 2.321 7.572 14 3 18 0.114 37%(0.042) 63%(0.072) 25.6 

15 10 3.447 6.448 15 3 19 0.117 38%(0.045) 62%(0.072) 25.6 

3 20 1.001 18.994 3 2 7 0.074 3%(0.002) 97%(0.072) 25.4 

4 20 1.185 18.745 4 2 8 0.078 8%(0.006) 92%(0.072) 25.4 

5 20 1.342 18.652 5 3 9 0.079 10%(0.008) 90%(0.072) 25.4 

6 20 1.728 18.267 6 3 10 0.081 11%(0.009) 89%(0.072) 25.4 

7 20 1.413 18.62 7 3 11 0.082 13%(0.01) 87%(0.072) 25.4 

8 20 1.413 18.62 8 3 12 0.084 14%(0.012) 86%(0.072) 25.4 

9 20 1.827 18.207 9 3 13 0.085 16%(0.013) 84%(0.072) 25.4 

10 20 2.227 17.842 10 3 14 0.087 17%(0.015) 83%(0.072) 25.4 

11 20 2.331 17.552 11 3 15 0.088 19%(0.016) 81%(0.072) 25.4 

12 20 2.096 17.712 12 4 16 0.09 20%(0.018) 80%(0.072) 25.4 

13 20 3.167 16.73 13 4 17 0.091 21%(0.019) 79%(0.072) 25.5 

14 20 2.321 17.572 14 3 18 0.093 23%(0.021) 77%(0.072) 25.5 

15 20 3.447 16.448 15 3 19 0.094 24%(0.022) 76%(0.072) 25.5 

3 50 1.001 48.994 3 2 7 0.072 1%(0.001) 99%(0.072) 25.4 

4 50 1.185 48.745 4 2 8 0.074 3%(0.002) 97%(0.072) 25.4 

5 50 1.342 48.652 5 3 9 0.075 4%(0.003) 96%(0.072) 25.4 

6 50 1.728 48.267 6 3 10 0.075 5%(0.004) 95%(0.072) 25.4 

7 50 1.497 48.497 7 3 11 0.076 6%(0.004) 94%(0.072) 25.4 

8 50 1.562 48.433 8 3 12 0.077 6%(0.005) 94%(0.072) 25.4 

9 50 1.827 48.207 9 3 13 0.077 7%(0.005) 93%(0.072) 25.4 

10 50 2.227 47.842 10 3 14 0.078 8%(0.006) 92%(0.072) 25.4 

11 50 2.292 47.589 11 3 15 0.078 8%(0.007) 92%(0.072) 25.4 

12 50 2.227 47.662 12 4 16 0.079 8%(0.007) 92%(0.072) 25.4 

13 50 3.038 46.862 13 4 17 0.08 10%(0.008) 90%(0.072) 25.4 

14 50 2.307 47.585 14 3 18 0.08 10%(0.008) 90%(0.072) 25.4 

15 50 3.523 46.411 15 3 19 0.081 11%(0.009) 89%(0.072) 25.4 

 

 

Figure 6 compares the WNS values obtained for the different operational frequencies in our circuit. 

The WNS values obtained are compared with [22] and [24] and given in Figure 7, which implies that the 

proposed design has a better WNS which allows enough room for timing closure. Neshvad et al. [16] 

performed the experiments using a clock frequency of 500 MHz and this also is compared and proposed 

design and is found to be a better candidate. The sum of device static power and design power is the power 

consumed internally and is known as total on-chip power or thermal power. Figure 8 shows the variation of 
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total on-chip power for the proposed design across the different frequencies and polynomial degrees 

mentioned in Table 4. While the polynomial degree increases from 3 to 15, the total on-chip power increases 

from 0.075 to 0.117 W which is a difference of only 0.042 W. This indicates that when the proposed design 

works over word lengths of 3 to 15, the expected increase in total on-chip power is as low as 0.042 W. The 

total on-chip power is compared with [22] and [24] and is given in Figure 9. Static power comes from 

transistor leakage on all connected voltage rails and the circuits needed for regular device operation. The 

static power of the proposed design displays a 33% difference when the polynomial degree changes from 3 to 

15. Even though the dynamic power dissipation is less in lower degrees, it increases as the polynomial degree 

is changed to 15. This implies that the static power will be reduced as the polynomial degree is higher. 

Junction temperature depends on factors like the total power of the device, the cooling system, board 

selection, and ambiance. While changing from degrees 3 to 15, it is observed that the proposed design 

maintains the junction temperature in the range 25.4 ℃ to 25.6 ℃, which is a nominal value and much less 

than [22] and [24]. Look-up-tables (LUT) are asynchronous static random-access memory (SRAM) that 

implement combinational logic, where contents can only be changed during FPGA configuration. The 

utilization of the design is analyzed and the number of flip-flops required shows a linear increase according 

to the number of output bits needed, which is justifiable. The number of flip-flops needed is the same as that 

of the polynomial degree, whereas the LUT required is in the range of 2 to 4. Figure 10 shows the schematic 

of the circuit obtained for the circuit given in Figure 3. 

 

 

  
 

Figure 5. Variation of total delay across different 

frequencies 

 

Figure 6. WNS values for all three frequencies 

 

 

  
 

Figure 7. WNS comparison with proposed design 

 

Figure 8. Variation of power with different frequencies 
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Figure 9. Total on-chip power comparison with existing PRPG 

 

 

 
 

Figure 10. Register transfer level (RTL) Schematic of proposed design working for 5-bit 

 

 

5. CONCLUSION AND FUTURESCOPE 

This work suggests a variable-length pseudo-random sequence generator and circuit is able to 

generate patterns of 3 to 15-bit and length ranging from 4 to 32,767. Length of sequences is decided by the 

polynomial which is selected based on pattern selector input. The number of patterns generated as well as 

power required can be decided depending on this input. Feedback paths from primitive as well as non-

primitive polynomials are given as input to the multiplexer which aids the generation of maximum patterns 

i.e. 2𝑛 − 1 or a lesser number. These pseudorandom patterns can be used for logic BIST as well as 

cryptography applications. The overall on-chip power decreases as operation frequencies increase, despite the 

total delay showing little fluctuation across operating frequencies. The difference in power required shows a 

difference of 0.042 W across polynomial degree 3 to 15, but only 0.009 W across polynomial degree 3 to 15 

at 500 MHz. Less WNS values hint at a better timing closure compared to the existing PRPG. Experimental 

results show that the performance criteria for the proposed PRPG is better compared with the various PRPGs 

in terms of timing as well as power and is thus a suitable candidate for PRPG applications.  

Suggested future scope is too upscale the multiplexer to accommodate more polynomials in a 

specific polynomial degree which facilitates more pattern sets for polynomial degree n. Other low-power 

schemes or toggle reduction methods can be included to analyze further power reduction possibilities. The 

proposed circuit can be used in several scenarios, among which BIST can be regarded as the primary 

application. Further research will evaluate the quality of pseudo-random patterns for cryptography 

applications, which may have stricter requirements than other applications. 15 empirical tests used by the 

National Institute of Standards and Technology (NIST) can ensure randomness across the bitstream, 

providing valuable insights into using the proposed design for cryptography applications. 
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