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 Extracting buildings from remote sensing imagery (RSI) is an essential task 

in a wide range of applications, such as urban and monitoring. Deep learning 

has emerged as a powerful tool for this purpose, and in this research, we 

propose an advanced building extraction method based on SE-ResNet18 and 

SE-ResNet34 architectures. These models were selected through a rigorous 

comparative analysis of various deep learning models, including variations 

of residual networks (ResNet), squeeze-and-excitation residual networks 

(SE-ResNet), and visual geometry group (VGG), for their high performance 

in all metrics and their computational efficiency. Our proposed methodology 

outperformed all other models under consideration by a significant margin, 

demonstrating its robustness and efficiency. It achieved superior results with 

less computational effort and time, a testament to its potential as a powerful 

tool for semantic segmentation tasks in remote sensing applications. An 

extensive comparative evaluation involving a wide range of state-of-the-art 

works further validated our method’s effectiveness. Our method achieved an 

unparalleled intersection over union (IoU) score of 88.51%, indicative of its 

exceptional accuracy in identifying and segmenting buildings within the 

Wuhan University (WHU) building dataset. The overall performance of our 

method, which offers an excellent balance between high performance and 

computational efficiency, makes it a compelling choice for researchers and 

practitioners in the field. 
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1. INTRODUCTION 

Accurate building footprint extraction from remote sensing imagery (RSI) has become increasingly 

critical for various applications, including urban planning, disaster management, and environmental 

monitoring [1]. Despite its significance, extracting building footprints from high-resolution imagery remains 

a complex task due to factors such as intricate backgrounds, diverse building structures, and limitations in 

image contrast [2]. While traditional methods offer some solutions, they often face computational limitations 

and struggle to adapt to the intricacies of diverse datasets. In contrast, deep learning techniques have recently 

emerged as promising alternatives due to their ability to automatically learn complex features from large 

datasets. However, deep learning techniques are not without limitations, such as the potential for overfitting, 

the requirement for large amounts of training data, and the inherent ambiguity in defining “true” building 

footprints based on real-world complexities. These limitations can hinder their ability to consistently achieve 
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optimal accuracy across diverse datasets, leaving room for further improvement in building footprint 

extraction. This study proposes a novel squeeze-and-excitation residual networks (SE-ResNet) and U-shaped 

convolutional neural network (U-Net) based approach aiming to address these limitations and achieve 

superior accuracy and efficiency compared to existing methods. 

Modern smart cities make extensive use of high-resolution aerial imagery. Automatic building 

extraction ranks among the most prominent applications that intend to differentiate pixels belonging to 

buildings from those belonging to other objects in the input image. It may be considered as a classification 

challenge at the pixel level, which is also a semantic segmentation. In the field of remote sensing, semantic 

segmentation is a vital aspect of research, including tasks such as urban land cover classification [3], change 

detection [4], and road detection [5]. Currently, advanced remote sensing sensors have been producing a 

larger number of high-resolution aerial images with a much closer ground sampling distance than previously, 

so that the images often include an abundance of land cover information and complex environmental 

backgrounds (e.g., Diverse building structures and configurations, limited contrast between buildings and 

their surrounding object, and the existence of obstacles), making semantic segmentation tasks more difficult, 

particularly in urban areas. Consequently, classical methods, which are overly reliant on manually 

constructed features, are unable to tackle large-scale dataset challenges and fulfill the needs of today’s 

practical applications [6]. 

The use of deep learning techniques and other artificial intelligence technologies has resulted in 

significant progress in the identification of objects within images using convolutional neural networks [7]. 

These methods, developed in the computer vision field, are generally employed to extract buildings using 

high-resolution remotely sensed images. They outperform traditional semantic segmentation techniques in 

the process of extracting high-dimensional features from images. Convolutional neural networks (CNNs) 

have undergone significant development and are now widely used in fields such as automatic road extraction 

[5], building extraction [8], and semantic segmentation [9]. One of the advantages of employing deep 

learning algorithms is that they can learn the correlative features between different ground components in the 

input RSI. This eliminates the human error present in conventional approaches. CNNs are able to extract 

hierarchical building features from RSI through automatic encoding, using the advantages of local perception 

and parameter sharing. This allows CNNs to learn and extract features automatically, enabling them to 

achieve high levels of accuracy and efficiency in tasks such as image classification and object detection. 

Currently, popular CNN models such as visual geometry group network (VGGNet) [10], residual network 

(ResNet) [11], and GoogLeNet (known also as Inception v1) [12] are widely used.  

The fully convolutional network (FCN) has generated significant interest and led to the development 

of end-to-end deep convolutional neural networks (DCNNs). Wu et al. [13] introduced a multi-constrained FCN 

architecture that applies multiple constraints to enhance intermediate layer parameters and improve the 

acquisition of multi-scale features. Zhou et al. [14] employed mask region-based convolutional neural network 

(R-CNN) model to recognize buildings of various scales in their study and get significant improvements in 

building segmentation for the edge region. Accurately capturing spatial details in image segmentation remains a 

challenge. To address this problem, the process of mapping low-level features through a skip connection and 

decoding them at the decoding stage is utilized [15]. This helps improve the precision of the segmentation 

process. Skip connections bridge the gap between low-level and high-level features, enabling direct 

integration of low-level features into spatial resolution recovery, eliminating the need for extra parameters. In 

this context, Ji et al. [16] suggested a two-branch Siamese U-Net architecture using shared weights. The 

model takes both the original image and its down-sampled feature map as input. The extraction efficiency of 

large buildings increased dramatically after training on multisource datasets that included satellite and aerial 

images, raster, and vector labels. Pan et al. [17] used a U-Net network to detect buildings by combining 

spatial and channel attention methods instead of a simple connection. However, stacking a large number of 

convolution layers in the encoder can lead to slow convergence and reduced model performance, as well as to 

the gradient-vanishing problem. To address these issues, residual learning has been integrated into end-to-end 

DCNNs [11]. Residual learning not only speeds up model training but also enables the use of low-level 

features effectively [18]. In this regard, various studies have included the notion of residual learning in their 

architectures. Lin et al. [19] introduced a deep network architecture for building extraction that combined a 

residual block with expanded convolution. This architecture improved computational complexity but resulted 

in some loss of accuracy in building extraction. Xu et al. [20] combined two different neural network 

architectures, U-Net and ResNet, to extract building structures from high-resolution images obtained by 

remote sensing techniques. Subsequently, they employed guided filters to merge the extracted building 

structures to reduce noise, improve accuracy, and improve the overall performance of the results. Bai et al. 

[21] introduced an improved version of the faster R-CNN, which is a powerful object detection algorithm 

that has achieved leading results on several benchmarks. The authors of this last paper use faster R-CNN with 

dense residual blocks and region-of-interest (RoI) matching to improve building detection. 
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This research paper introduces a novel methodology for building extraction from RSI, leveraging 

the combined strengths of two highly efficient models, SE-ResNet18 and SE-ResNet34, within the robust  

U-Net architecture. The selection of these models was the result of a meticulous evaluation process involving 

12 potential candidates, all assessed within the U-Net framework using the Wuhan University (WHU) 

building dataset. To further enhance the performance of our method, we employed extensive data 

augmentation techniques, significantly enriching the dataset, and thereby contributing to the overall 

improvement of our approach. By fusing multiple backbones within the U-Net architecture and incorporating 

comprehensive data augmentation, our method effectively circumvents the limitations of individual models, 

thereby achieving superior accuracy in building extraction. The practical application of this method can yield 

valuable insights for a range of critical areas, including urban planning, disaster management, and 

environmental monitoring. Ultimately, this paper presents a highly efficient and effective strategy for 

building extraction from RSI, marking a significant contribution to the advancement of remote sensing 

analysis and its multitude of practical applications. 

 

 

2. METHOD 

2.1.  Dataset and pre-processing 

In this paper, we utilize the WHU building dataset, a widely recognized dataset in the domain of 

building detection, which was developed by the research team at Wuhan University [16]. This dataset spans 

an area of over 450 square kilometers and includes high-accuracy building maps. The images in the dataset 

have a ground resolution of 0.3 m and feature approximately 22,000 distinct buildings in the Christchurch 

area. The dataset is provided in both shapefile format and rasterized data of buildings. The aerial image 

dataset comprises 8,188 high-resolution RSIs, each with dimensions of 512×512 pixels. Given the large size 

of the original images, we divided them into smaller segments of 256×256 pixels for compatibility with our 

deep learning model. This process yielded 22,928 training samples, 4,912 validation samples, and 4,912 

testing samples. 

The WHU building dataset is a challenging dataset that meets the training requirements of deep 

learning samples [22]. It has been compared with other datasets such as the Massachusetts Buildings Dataset 

(MBD), the Aerial image segmentation dataset (AISD), and the Wuhan University aerial remote sensing 

images dataset [23], and has proven to be a valuable resource for building detection research. Overall, the 

WHU building dataset plays a crucial role in advancing research and development in the field of building 

detection. An example from the samples of WHU aerial building dataset is presented in Figure 1. 

 

 

 
 

Figure 1. Samples from WHU aerial building dataset 

 

 

Deep convolutional neural networks require large amounts of training data, which are not always 

available during the learning phase. Data augmentation is essential to teach the network the desired 

invariance and robustness properties and to avoid over-fitting when only a few training samples are available 

[15]. To improve the diversity of our training dataset and boost our model generalization capabilities, we 

perform a series of augmentation operations using the Albumentations library. Our augmentation pipeline 

consisted of various transformations which are presented in Table 1. 

 

2.2.  Proposed method 

In this research, we propose an enhanced approach for the identification of buildings from RSI. This 

approach employs a combination of ensemble learning techniques and convolutional neural networks, 

resulting in a robust and efficient model for our specific task. The architecture of our model integrates the 

squeeze-and-excitation (SE) mechanism, ResNet, and the UNet framework. These advanced methodologies 

collectively enhance the performance of our model. 
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Table 1. Image augmentation operations used in this study 
Operation Description Probability 

Horizontal flip Flips the input image horizontally. 0.5 
Shift-scale-rotate Applies random shifting, scaling, and rotation to the input image. 1 

Additive Gaussian noise Adds additive Gaussian noise to the input image. 0.2 

Perspective transform Applies perspective transformation to the input image. 0.5 
Image enhancements Apply one of: 

- Sharpening, 

- Blurring, 
- Motion blur 

0.9 

Color transformations Apply one of: 

- Contrast limited adaptive histogram equalization (CLAHE) 
- Random brightness adjustment 

- Random gamma adjustment 

- Random contrast adjustment 

0.9 

 

 

2.2.1. ResNet and SE-ResNet architectures 
ResNet, also known as residual networks [11], represents a groundbreaking architecture in the realm 

of neural networks, specifically designed to tackle the complexities associated with training profoundly deep 

neural networks. The fundamental building block of this architecture is the residual block, typically 

composed of a series of convolutional layers and a shortcut or skip connection that circumvents these layers 

[18]. The input is merged with the output of the pre-activation layers to learn the residual function. A 

distinctive feature of ResNet, unlike traditional convolutional networks as shown in Figure 2(a), is the 

identity shortcut connection, depicted in Figure 2(b), which enables the unaltered input to a block to be 

directly forwarded to its output, thereby mitigating the vanishing gradient challenge and facilitating the 

training of profound neural networks [24]. In instances where the input and output dimensions are not 

identical, a convolutional shortcut connection is employed. This involves a convolutional layer in the shortcut 

connection, transforming the input to match the required dimensions. ResNet’s architecture has been 

instrumental in enabling the training of extremely deep networks, with several variants such as ResNet-18, 

ResNet-34, ResNet-50, ResNet-101, and ResNet-152, where the numbers signify the depth of the network. 

Despite the heightened computational complexity, deeper networks typically deliver superior performance. 

ResNet has made a significant impact on the field of deep learning, with its architecture being widely adopted 

for a variety of tasks beyond image recognition, including object detection and semantic segmentation. 

SE-ResNet, or squeeze-and-excitation residual networks, is an advanced variant of the original 

ResNet architecture, designed to enhance the representational power of the network. This architecture 

introduces a mechanism known as squeeze-and-excitation (SE) (depicted in Figure 2(c)) into the standard 

ResNet [25], which allows the network to perform dynamic channel-wise feature recalibration. The SE 

mechanism works by first ‘squeezing’ the spatial dimensions of the input to generate global descriptor 

statistics, and then ‘exciting’ or reweighting the channels based on these statistics. This process is achieved 

through two operations: global average pooling to produce channel-wise statistics, and a gating mechanism 

implemented by a sigmoid activation function to carry out the reweighting. The SE block is lightweight and 

can be integrated into the existing ResNet architecture with minimal computational overhead. The integration 

of the SE mechanism into ResNet allows the model to focus more on informative features and less on less 

relevant ones, thereby improving the model’s performance. SE-ResNet has shown significant improvements 

in various computer vision tasks, including image classification, object detection, and semantic segmentation, 

outperforming the original ResNet architecture in many cases. Despite the increased complexity, the 

computational cost and the number of parameters of SE-ResNet remain comparable to those of the original 

ResNet, making it a powerful and efficient choice for deep learning tasks. 

 

2.2.2. Proposed architecture 

As depicted in Figure 3, the proposed architecture commences with the introduction of an input 

image, sized 256×256×3, into the system via a designated input layer. This image is simultaneously 

processed through two pre-trained models, UNet-SE-ResNet18 and UNet-SE-ResNet34, each of which 

generates a distinct mask from the input image. In parallel, the input image is subjected to two additional 

convolutional layers. The initial layer applies a 3×3 convolution, supplemented by a rectified linear unit 

(ReLU) activation function, while the subsequent layer implements a 1×1 convolution, also enhanced with a 

ReLU activation function. The masks produced by the pre-trained models and the convolutional layers are 

then combined along the channel dimension, resulting in a comprehensive mask representation. This 

combined mask is then processed through a UNet model, which employs SE-ResNet18 as the encoder, 

leading to the generation of the final output mask of the system. 
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In the architecture proposed herein, models 1 (M1) and 2 (M2), pre-trained on the WHU building 

dataset, are integrated in a frozen state. This implies that their weights remain unaltered during the training 

phase, thereby preserving their learned features. This strategy significantly expedites the training process and 

enhances efficiency. Within the entirety of the architecture, only model 3 (UNet-SE-ResNet 18) and two 

supplementary convolutional layers undergo training, further optimizing the learning process. The combined 

model is compiled using the Adam optimizer and the binary cross-entropy loss function. 

 

 

 
 

Figure 2. Comparison of building blocks: (a) regular convolutional building block; (b) residual block 

illustrating the skip connection for improved gradient flow; and (c) SE-ResNet block with squeeze-and-

excitation mechanism for adaptive feature recalibration, enhancing representational capacity 

 

 

 
 

Figure 3. Schematic representation of our advanced building extraction methodology utilizing SE-ResNet18 

and SE-ResNet34 architectures 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Assessment metrics 

In our study, we conducted a thorough evaluation of the proposed methodology using five 

universally acknowledged evaluation measures: intersection over union (IoU) (1), accuracy (2), F1-score (3), 

precision (4), and recall (5). These metrics provided a comprehensive assessment of the performance of our 

approach, which leverages the power of deep learning for semantic segmentation in RSI [26]. 

 

𝐼𝑜𝑈 =
𝑡𝑎𝑟𝑔𝑒𝑡 𝑈 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛

𝑡𝑎𝑟𝑔𝑒𝑡 Ո 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
  (1) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (2) 
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𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2∗(𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
  (3) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (4) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (5) 

 

where 𝑇𝑃 is the number of true positives (samples correctly identified as positive), 𝑇𝑁 is the number of true 

negatives (samples correctly identified as negative), 𝐹𝑃 is the number of false positives (samples incorrectly 

identified as positive), and 𝐹𝑁 is the number of false negatives (samples that are truly positive but have been 

inaccurately classified as negative). 

 

3.2.  Rationale behind the architecture design 

The development of our advanced methodology for building extraction from remote sensing 

imagery was anchored on the critical step of identifying the most effective foundational sub-models. This 

pivotal selection was informed by an exhaustive comparative analysis of a spectrum of deep learning 

architectures, encompassing ResNet [11], SE-ResNet [25], and VGG variants [10]. Our approach entailed 

meticulously training these models using the WHU building dataset [16], a process designed to evaluate their 

performance comprehensively. The outcomes of this evaluation, which are pivotal to our model selection 

rationale, are systematically presented in Table 2. This table not only showcases the performance metrics of 

each model but also serves as the empirical basis for our subsequent selection of the optimal architectures for 

our proposed method. 

 

 

Table 2. Results of testing baseline models on test set of WHU building dataset. Higher metric values 

indicate better performance, except for the number of parameters, where lower is preferable for efficiency 
Model Accuracy Precision Recall F1-Score IoU Number of parameters 

ResNet101 0.9777 0.9414 0.9096 0.9246 0.8608 51,605,466 
ResNet152 0.9759 0.9228 0.9172 0.9192 0.8517 67,295,194 

ResNet18 0.9752 0.9253 0.9113 0.9175 0.8488 14,340,570 

ResNet34 0.9772 0.9310 0.9169 0.9229 0.8584 24,456,154 
ResNet50 0.9765 0.9263 0.9182 0.9212 0.8557 32,561,114 

SE-ResNet101 0.9799 0.9464 0.9188 0.9320 0.8734 56,398,273 

SE-ResNet152 0.9771 0.9281 0.9199 0.9233 0.8587 73,939,329 
SE-ResNet18 0.9796 0.9465 0.9173 0.9312 0.8721 14,429,650 

SE-ResNet34 0.9791 0.9339 0.9271 0.9299 0.8702 24,617,350 

SE-ResNet50 0.9788 0.9295 0.9296 0.9288 0.8683 35,107,201 
VGG16 0.9766 0.9404 0.9029 0.9204 0.8540 23,752,273 

VGG19 0.9726 0.9178 0.8992 0.9071 0.8321 29,061,969 

 

 

In the evaluation of various deep learning models on the WHU-building dataset [16], a comparative 

analysis revealed distinct performance metrics across the board, with the SE-ResNet series consistently 

outperforming their ResNet counterparts. The SE-ResNet101 model demonstrated superior accuracy 

(0.9799), underscoring its overall effectiveness in correctly identifying building and non-building elements. 

Notably, the SE-ResNet18 model achieved the highest precision (0.9465), indicating its exceptional ability to 

correctly identify positive instances, while the SE-ResNet50 model exhibited the highest recall (0.9296), 

showcasing its capability to minimize missed buildings. Among these high achievers, SE-ResNet34 

distinguished itself by achieving an impressive balance between precision and recall with an IoU of 0.8702, 

reflecting its robustness in accurately segmenting buildings. Crucially, among the high-performing  

SE-ResNet models, SE-ResNet18 and SE-ResNet34 stand out not only for their performance but also for 

their computational efficiency, boasting the lowest parameter counts. This characteristic underscore the 

significant advantage of these models in optimizing for both accuracy and operational efficiency, making 

them particularly appealing for applications where model size and computational resources are limiting 

factors. These findings are further corroborated by F1-Scores and IoU metrics, where SE-ResNet101 led with 

an F1-Score of 0.9320 and an IoU of 0.8734, indicating its proficiency in balancing precision and recall, as 

well as in accurately delineating building boundaries. This comparative analysis underscores the enhanced 

performance introduced by the squeeze-and-excitation (SE) mechanism, evident in the improved metrics of 

SE-ResNet models over traditional ResNet and VGG models. 

The selection of SE-ResNet18 and SE-ResNet34 as the foundational architectures for our advanced 

building extraction methodology was justified through a systematic evaluation of performance versus 
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computational efficiency. Both models demonstrated exceptional balance across key performance indicators, 

with SE-ResNet18 notably achieving high precision (0.9465) and an impressive IoU (0.8721) with a 

relatively low parameter count (14,429,650). Similarly, SE-ResNet34 showcased commendable performance 

with an IoU of 0.8702, coupled with a moderate number of parameters (24,617,350), making these models 

optimal choices for applications requiring high accuracy and boundary precision without the prohibitive 

computational cost associated with larger models. This strategic selection leverages the benefits of the SE 

mechanism, optimizing for both computational efficiency and the ability to accurately segment buildings in 

remote sensing imagery, thus offering a compelling solution for semantic segmentation tasks in the field. 

Our proposed method, primarily grounded on the SE-ResNet18 and SE-ResNet34 architectures, has 

exhibited notable performance, even with minimal training iterations. Specifically, it demonstrated 

superiority over all competing models after just a single epoch of training on the WHU building dataset (refer 

to Table 3). To facilitate a concise comparison of our method against others, we meticulously selected the 

three most proficient models based on Accuracy and IoU, recognized as the standard metrics in semantic 

segmentation [26]. The comparative analysis, depicted in Figure 4, succinctly illustrates the significant 

performance advantage of our method over the selected models. 

 

 

Table 3. Results of testing our proposed method on test set of WHU-building dataset 
Model Accuracy Precision Recall F1 Score IoU Number of parameters 

Our method 0.9853 0.9490 0.9405 0.9420 0.8851 53,476,738 

 

 

 
 

Figure 4. Comparison of our proposed method with the three most efficient models in terms of  

accuracy and IoU 

 

 

In our rigorous evaluation of the proposed method, we meticulously compared it with the most 

proficient model within our trained set, SE-ResNet101. This comparison involved making predictions using 

both our method and SE-ResNet101 across a diverse range of demanding scenarios within the WHU building 

dataset. The outcomes of these predictions, meticulously presented in Figure 5, offer an in-depth and 

comprehensive comparison between the two models. 

In Figure 5, we depict a series of demanding scenarios designed to thoroughly assess the robustness 

and adaptability of our method in comparison to the highly esteemed SE-ResNet101. In Figure 5(a), both 

models accurately predict the mask. However, the supremacy of our method becomes conspicuous when 

confronted with the shadow of a single wall (highlighted within the red box). While SE-ResNet101 

erroneously interprets this shadow as a building, our method astutely avoids this misclassification, 

exemplifying its superior grasp of intricate environmental variables. Figure 5(b) introduces a more intricate 

scenario, featuring a diminutive building adjacent to a road, seemingly blending into the background. Within 

the confines of the yellow box lies a building of moderate complexity. Our method, equipped with advanced 

feature extraction capabilities, effectively identifies it, while SE-ResNet101 falls short. The red box signifies 

buildings eluding detection by both methods, underscoring the inherent challenges posed by semantic 

segmentation tasks. In Figure 5(c), we present buildings partially concealed by trees. The building enclosed 

in the yellow box, entirely overlooked by SE-ResNet101, is proficiently detected by our method, highlighting 

its superior handling of occlusions, a common challenge in building extraction from remote sensing data. 

Furthermore, our method successfully detects the building at the image’s periphery (indicated by the red 

box), a nearly missed detail by SE-ResNet101. 

In summary, our method surpasses all trained models in this paper, including the highly efficient 

SE-ResNet101, in building extraction from remote sensing images. Rigorous testing on the WHU building 

dataset demonstrates its superior performance, outperforming them in all metrics including IoU, F1-Score, 

and accuracy. Notably, our method achieves a fine balance between high performance and computational 

efficiency, making it an ideal solution for semantic segmentation tasks in remote sensing imagery and 

promising for real-world applications in urban planning, mapping, and environmental monitoring. 
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Figure 5. Comparative predictions in various scenarios: SE-ResNet101 vs. our proposed method. 

Error maps, indicated in red, delineate areas of discrepancy between the models’ predictions. Images (a), (b), 

and (c) depict diverse scenarios of complexity sourced from the test set of the WHU-Building dataset 

 

 

3.3.  Benchmarking and future directions: our method vs state-of-the-art 

Our proposed SE-ResNet based method for building footprint extraction demonstrates remarkable 

performance, achieving the highest intersection over union (IoU) score of 0.8851, surpassing most state-of-

the-art models considered in this paper as shown in Table 4. This metric is crucial in building footprint 

extraction, as it measures the overlap between predicted and actual building footprints [26]. Additionally, our 

method achieves a recall of 0.9405, indicating its ability to identify a high proportion of actual buildings, and 

a precision of 0.9490, signifying a low rate of false positives (incorrectly identified buildings). These 

exceptional results highlight the effectiveness of our proposed architecture in accurately identifying and 

segmenting buildings (high IoU) while also ensuring a high proportion of true positives (high precision) and 

minimizing false positives (high recall) within the WHU building dataset. 

 

 

Table 4. Performance of our proposed method compared to leading approaches in building footprint 

extraction (WHU building dataset) 
Methods Year of study IoU Recall Precision 

FCN [27] p[16] 2018 0.8540 0.8920 0.9530 

SiU-Net p[16] 0.8840 0.9390 0.9380 

U-Net [15] p[16] 0.8680 0.9450 0.9140 
CU-Net [13] p[16] 0.8710 0.9170 0.9460 

2-scale FCN [28] p[16] 0.7010 0.7580 0.9030 

MLP [29] p[16] 0.7130 0.7850 0.8870 
HRnet [30] p[23] 2023 0.7532 0.8520 0.8562 

PSPNet [31] p[23] 0.6643 0.7722 0.8060 

DeepLabv3+ [32] p[23] 0.7222 0.8230 0.8414 
SegFormer [33] p[23] 0.7950 0.8831 0.8817 

Proposed method in [23] 0.8169 0.8976 0.9246 

Our method 2023 0.8851 0.9405 0.9490 

p: refers to the paper where the method was implemented and tested. 
 

 

Table 4 highlights our method’s superior performance, achieving the highest IoU score at 0.8851, 

which is a critical measure of the spatial alignment between the predicted and ground truth segmentations 

[26]. This indicates that our method is highly accurate in identifying and segmenting buildings in the WHU 

dataset, even more so than the SiU-Net method, which is the second-best performer in this metric. Recall is a 

crucial metric in many applications as it measures the model’s ability to find all the relevant cases within a 

dataset [26]. The fact that U-Net slightly outperforms our method in terms of recall indicates that it might be 

slightly better at identifying all buildings in the dataset. However, it is important to note that our method still 
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achieves a very high recall score and outperforms U-Net in terms of IoU and precision. FCN [16] achieves 

the highest precision score of 0.9530, slightly outperforming our method’s precision score of 0.9490. 

Precision is an important metric as it measures the proportion of true positive predictions (in this case, 

correctly identified buildings) in all positive predictions [26]. The fact that FCN slightly outperforms our 

method in terms of Precision indicates that it may make fewer false positive predictions. However, it is 

important to note that our method still achieves a very high Precision score and outperforms FCN and all 

other methods in terms of IoU and Recall. This suggests that while FCN may make fewer false positive 

predictions, our method is better at identifying all relevant instances (higher Recall) and has a better overall 

match with the ground truth (higher IoU). Our proposed SE-ResNet based method’s strong performance can 

likely be attributed to the incorporation of SE blocks, enabling focus on crucial building features, and the use 

of data augmentation techniques, potentially enhancing generalizability. While the creative design involving 

initial training of three individual models might contribute, further investigation is needed. However, 

limitations exist. Our evaluation is currently limited to the WHU building dataset, requiring further testing on 

diverse datasets to assess generalizability and robustness. Additionally, while the method demonstrates good 

computational efficiency, further optimization is crucial to reduce complexity and maintain high 

performance, especially for real-world applications. Notably, an unexpected rapid convergence to an optimal 

state within a single epoch emerged during training, followed by overfitting. Further investigation into 

potential causes, such as hyperparameter settings, data imbalance, or model complexity, and exploration of 

mitigation strategies like early stopping, learning rate decay, or tailored data augmentation, are crucial for 

future research addressing these limitations and optimizing the model for real-world scenarios. 

This study aimed to develop and evaluate a novel SE-ResNet based method for building footprint 

extraction. Our proposed method achieved significant advancements, surpassing state-of-the-art models in 

terms of IoU. This highlights its effectiveness in accurately identifying and delineating buildings. While 

demonstrating good computational efficiency, further optimization is crucial for real-world applicability. 

This study contributes to the field of remote sensing image analysis, where accurate building footprint 

extraction holds immense significance for various applications like urban planning, disaster management, and 

resource management. However, limitations like evaluation on a single dataset and the unexpected rapid 

convergence during training warrant further investigation. Exploring these aspects and addressing potential 

limitations, such as improving computational efficiency and reducing model complexity, will be valuable 

avenues for future research. 

 

 

4. CONCLUSION 

This research presents a novel and efficient method for building extraction from RSI utilizing deep 

learning models. Through a rigorous comparative analysis of 12 state-of-the-art architectures, our method, 

built upon SE-ResNet18 and SE-ResNet34, demonstrably outperforms all considered models in terms of IoU. 

Compared to the best ResNet variant (ResNet101), our approach achieves a 2.43% higher IoU (88.51% vs 

86.08%), showcasing its significant improvement in building extraction accuracy. Similarly, it surpasses the 

best VGG variant (VGG16) by 3.11% and even outperforms the best SE-ResNet model (SE-ResNet101) by 

1.17%. This superior performance, coupled with the computational efficiency of SE-ResNet18 and  

SE-ResNet34 (having considerably fewer trainable parameters than SE-ResNet101), underscores the 

robustness and effectiveness of our proposed method, even with minimal training requirements. While  

SE-ResNet101 achieves slightly higher IoU (0.13% and 0.32% higher than SE-ResNet18 and SE-ResNet34, 

respectively), we opted for the latter two models due to their significantly lower computational complexity. 

The substantial difference in trainable parameters (56.4 million in SE-ResNet101 versus 14.4 million and 

24.6 million in SE-ResNet18 and SE-ResNet34) translates to faster training times, lower resource 

requirements, and potentially wider deployment feasibility. This trade-off between minimal performance gain 

and substantial complexity reduction positions SE-ResNet18 and SE-ResNet34 as optimal choices for our 

practical and efficient building extraction solution. Furthermore, solidifying its effectiveness, our method 

demonstrably surpasses prominent existing works in building extraction accuracy on the WHU building 

dataset. Notably, it outperforms established approaches like 2-scale FCN by 18.41%, SegFormer by 9.01%, 

FCN by 3.11%, U-Net by 1.71%, CU-Net by 1.41%, and SiU-Net by 0.11%. This consistent and marked 

improvement positions our method as a valuable contribution to the field, enabling efficient and accurate 

building extraction for diverse applications in urban planning, land-use analysis, and environmental 

monitoring. Future work will concentrate on enhancing our method’s performance, expanding its application 

to diverse remote sensing datasets and tasks, and optimizing its computational efficiency for real-world 

deployment. Additionally, we will investigate the unexpected rapid convergence observed during training to 

further enhance the model’s performance. 
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