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 This study presents an advanced design for a high-speed receiver tailored for 

the MIPI D-PHY Interface, capable of handling data rates up to 7.2 Gbps per 

lane. The design is developed using 18 nm fin field-effect transistor 

(FinFET) technology and is rigorously simulated under varying process, 

voltage, and temperature conditions (PVTs) to ensure robustness. The 

architecture of the receiver integrates several key components: differential 

pair sensing, a folded cascode continuous time linear equalization (CTLE), a 
single-ended operational amplifier, and a cross-coupled stage. Operating at a 

supply voltage of 0.72 V in the worst-case scenario, our CTLE achieves a 

peaking gain of 17.77 dB at 4.26 GHz. The design demonstrates a maximum 

jitter of 19.63 ps at an offset voltage of ±2 mV. Notably, the power 
efficiency of our receiver is optimized to 0.85 mW/Gb/s, totaling 6.1 mW, 

with dual supply voltages of 1.98 and 0.88 V. This work contributes to the 

field by offering a highly efficient solution for fast data transmission with 

reduced power consumption and enhanced signal integrity. 
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1. INTRODUCTION  

The rapid advancement of semiconductor technology has consistently presented challenges, 

particularly in complementary metal-oxide-semiconductor (CMOS) circuit design, where the demands for 

high-speed operation, low power consumption, and enhanced on-chip integration are paramount. 

Traditionally, one of the principal strategies to address these challenges has been to scale down transistor 

sizes. Although effective in enhancing circuit density and performance, this approach introduces a significant 

drawback: increased leakage current, especially as transistor sizes approach and go below 5 nm. This 

phenomenon results in persistent power consumption even when the devices are not actively operating.  

In response to these challenges, a breakthrough in CMOS technology has been achieved with the 

development of the fin field effect transistor (FinFET) [1]. Unlike traditional planar metal-oxide-silicon field-

effect transistors (MOSFETs), the FinFET design incorporates a three-dimensional fin-shaped gate that 

wraps around the conducting channel. This innovative structure not only mitigates channel-length modulation 

but also significantly reduces subthreshold leakage, providing more effective control over the channel. 

Given its robust performance improvements, FinFET technology, which operates on principles 

similar to those of conventional MOSFETs, has become the preferred choice for addressing leakage in short-

channel transistors. It is progressively replacing traditional CMOS devices in applications requiring process 

nodes smaller than 22 nm [2]–[5]. This introduction sets the stage for a detailed discussion on the impact of 

https://creativecommons.org/licenses/by-sa/4.0/
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FinFET technology on the evolution of high-speed, low-power CMOS circuit design, highlighting its 

growing importance in the field of semiconductor manufacturing. 

The adoption of FinFET technology has expanded significantly, driven by its numerous advantages 

in achieving high-speed and low-power integrated circuit designs. This technology plays a crucial role in the 

development of high-speed input/output (HSIO) links, which are integral to a wide range of applications from 

smartphones and mobile-connected devices to various endpoints within the internet of things (IoT) 

ecosystem. These applications typically require multiple gigabits per second (Gbps) data rates, underscoring 

the need for advanced technology solutions like FinFET [6]–[11]. 

Despite its longstanding development, HSIO technology continues to encounter substantial 

challenges, particularly at the physical layer (PHY); the critical component of any interconnection solution. 

Effective PHY design is essential for mitigating typical noise impairments and addressing other non-

idealities that commonly arise in transmitter-to-receiver interconnections. One notable implementation of 

PHY is the MIPI D-PHY, developed by the mobile industry processor interface (MIPI) alliance. As 

introduced in [12], MIPI D-PHY supports essential communication protocols such as the camera serial 

interface (CSI-2) and display serial interface (DSI), accommodating various channel lengths from short to 

long [13]–[16]. Initially, MIPI D-PHY versions 1.0 and 1.1 were limited to data rates of 1 Gbps/lane and  

1.5 Gbps/lane, respectively, primarily due to low attenuation at lower frequencies [17]. However, subsequent 

revisions, starting from version 1.2, have pushed data rate capabilities up to 4.5 Gbps/lane. This enhancement 

was made possible through advanced design techniques involving equalization and skew calibration, which 

effectively compensate for channel insertion losses and skew variations among channels. 

The challenges of channel loss, significantly impacting signal quality due to factors like skin effects, 

attenuation, dispersion, and reflections on printed circuit board (PCB) traces, remain a critical concern [18], 

[19]. Addressing these issues is essential for improving data recovery processes and overall system 

performance in high-speed data transmission environments. Efficient data recovery techniques are crucial for 

combating channel losses and distortions in high-speed communication systems. One notable approach is the 

use of continuous time linear equalization (CTLE), which enhances signal integrity by providing peaking 

gain at the Nyquist frequency [20]. Recent developments by MIPI have significantly increased chip data 

rates, from 1 Gbps/lane in version 1.0 to 4.5 Gbps/lane in version 2.1, introducing greater complexities in 

designing CTLE circuits that can handle these higher frequencies. This article extends beyond the current 

maximum capabilities stipulated by MIPI standards, addressing data rates as high as 7.2 Gbps/lane. At such 

elevated speeds, conventional CTLE architectures, particularly those at the SS (slow-slow) corner, face 

limitations in bandwidth and gain, insufficient for the demands of high-speed transmission [21]. These 

limitations often stem from the use of traditional design approaches that feature large CMOS sizes, high 

threshold voltages, and elevated supply voltages. 

To address these challenges, this paper introduces a novel architecture that incorporates a folded 

cascode CTLE, optimized for small CMOS sizes, low threshold voltages, and reduced supply voltages. The 

architecture is comprised of a wideband amplifier and a folded cascode CTLE, as illustrated in Figure 1. The 

wideband amplifier is designed to deliver modest gain and bandwidth suitable for the design frequency, 

whereas the folded cascode CTLE employs an ultra-wideband configuration to operate at very high 

frequencies, ensuring high-speed performance and robust data recovery. Contribution of this paper: This paper 

addresses the issue of “stress on device”, a critical challenge that arises when transitioning from high-speed 

mode (LP-1.8 V) to low power mode (HS-1.8 V) in semiconductor systems. This transition often leads to 

substantial stress on input/output (IO) devices, primarily due to the significant parasitic effects that constrain 

the bandwidth of continuous time linear equalization (CTLE). To mitigate this issue, our approach integrates a 

novel architecture comprising a wideband amplifier with minimal gain tailored to the IO device characteristics, 

alongside an ultra-wideband folded cascode CTLE designed for high-frequency core devices. This innovative 

configuration does not only reduce the size of the MOS but also significantly enhances the CTLE bandwidth, 

effectively addressing the parasitic limitations. The remainder of the paper is structured to facilitate a 

comprehensive understanding of our contributions. Section 2 details the proposed architecture and circuit 

design. Section 3 presents the simulation results, demonstrating the efficacy of our approach. Finally, section 4 

concludes the paper with a summary of findings and potential implications for future research in the field. 

 

 

2. ARCHITECTURE 

2.1.  Conventional architecture 

Figure 1 shows the conventional architecture and the proposed architecture for the receiver design 

including: i) the fully differential pair sensing stage (Hsrx_Diffbuff), ii) the folded cascode continuous time 

linear equalization (Hsrx_CTLE), iii) the single-ended two stage op-amp (Hsrx_Singbuff), and iv) the cross-

coupled inverter (Hsrx_Crosscoupled). 
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In the conventional architecture given in the previous work of [12], the drain capacitor is very large 

because of the large IO devices size leading to limited bandwidth. Therefore, the proposed structure is based 

on the core devices which have a small size, low threshold voltage, and low voltage supply (VDDL=0.8 V at 

the typical corner). But the core device’s protection could be a disadvantage in this proposed structure. For 

example, when the receiver switches from the high-speed mode (VDDL) to the low-power mode (VDDIO), 

the drain-source (DS) voltage and the gate-source (GS) voltage and the gate-drain (GD) voltage need to be 

less than or equal to VDDL. It means the core devices are only withstood VDDL voltage. Hence, the 

proposed design put the differential pair sensing stage used the I/O devices with wide bandwidth and low 

common-mode voltage before the folded cascode CTLE stage. This stage will be responsible for the safety of 

core devices. Meanwhile, the folded cascode CTLE pushes the speed.  

Our design is based on a random frequency at input data pattern - Pseudorandom binary sequence 

(PRBS9), as shown in Figure 1 [12]. This data pattern will start in transmitter through the channel and lose 

the amount of dB depending on the length of the channel which will be compensated at the CTLE in the 

receiver. The proposed design has the differential input (INP/INN), the differential output after CTLE 

(OUT1P/OUT1N), and the differential output of the system (OUTP/OUTN). 

 

 

 
 

Figure 1. The conventional and the proposed CTLE block diagram 

 

 

2.2.  Hsrx_Diffbuff 

As we mentioned above, the purpose of this stage is to protect the Hsrx_CTLE stage. This stage uses 

the I/O devices with VDDIO supply (high voltage). The design should have a wide bandwidth and low gain 

to make sure the signal in the channel only changes slightly. We are therefore using the differential pair 

sensing with the resistor load to achieve the high bandwidth as given in Figure 2. In high-speed mode, the 

signal has a low common-mode voltage (200 mV) and low swing (40 mV). With the low common-mode 

voltage data rate, the PMOS will be used in this stage. 

 

2.3.  Hsrx_CTLE 

The conventional CTLE is designed with the differential MOS pair and controlled the peaking gain by 

Rs and Cs, as shown in Figure 3. The compensation process is implemented with many fuses of Rs depending 

on the loss on the channel. The PMOS is still used in this stage because of the low voltage common mode. 
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Figure 2. The differential pair sensing with resistor load 

 

 

 
 

Figure 3. The conventional CTLE and AC response 

 

 

The function of the conventional CTLE follows [15]: 

 

𝐻(𝑠) =  
𝑔𝑚

𝐶𝑝

𝑠 + 
1

𝑅𝑠𝐶𝑠

(𝑠 + 
1+ 𝑔𝑚𝑅𝑠/2

𝑅𝑠𝐶𝑠
) (𝑠 + 

1

𝑅𝑑𝐶𝑝
)
  (1) 

 

One zero and two poles of the conventional CTLE are shown in (2). 

 

𝜔𝑧 =
1

𝑅𝑠𝐶𝑠
, 𝜔𝑝1 =

1+ 𝑔𝑚𝑅𝑠/2

𝑅𝑠𝐶𝑠
, 𝜔𝑝2 =

1

𝑅𝑑𝐶𝑝
  (2) 

 

The DC gain, ideal peaking gain, and EQ level are shown (3). 

 

𝐷𝐶_𝑔𝑎𝑖𝑛 = 
𝑔𝑚𝑅𝑑

1 + 𝑔𝑚𝑅𝑠/2
  (3) 

 

𝑃𝑒𝑎𝑘_𝑔𝑎𝑖𝑛 = 𝑔𝑚𝑅𝑑  (4) 

 

𝐸𝑄_𝑙𝑒𝑣𝑒𝑙 = 1 + 𝑔𝑚𝑅𝑠/2  (5) 

 

As shown in functions (3) and (4), there must be a trade-off between the gain and the bandwidth. Hence, the 

bandwidth in the basic CTLE is limited. The main cause is the large output capacitance leading to the limited 

𝜔𝑝2. Besides the gain and the bandwidth, the offset voltage for the whole receiver is significantly concerned. 

The higher the gain, the larger the offset voltage is. The performance of the circuit is better with the low 

offset. Therefore, we need to design the offset cancellation. 

The proposed CTLE is illustrated in Figure 4. This structure has three parts: EQ fuses to tune and 

compensate for the CTLE; The folded cascode CTLE; and the offset cancellation to minimize the output 

offset of CTLE. The function of the folded cascode CTLE follows: 
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𝐻(𝑠) =  
𝐾𝑔𝑚1𝑔𝑚3

(𝐶𝑝)
2

𝑠 + 
1

𝑅𝑠𝐶𝑠

(𝑠 + 
1+ 𝑔𝑚1𝑅𝑠/2

𝑅𝑠𝐶𝑠
) (𝑠 + 

1

𝑅𝑑𝐶𝑝
) [𝑠+ 

𝑔𝑚3(1 + 𝐾)

𝐶𝑝
]
  (6) 

 

One zero and three poles of the folded cascode CTLE are shown in (7). 

 

𝜔𝑧 =
1

𝑅𝑠𝐶𝑠
, 𝜔𝑝1 =

1+ 𝑔𝑚1𝑅𝑠/2

𝑅𝑠𝐶𝑠
, 𝜔𝑝2 =  

1

𝑅𝑑𝐶𝑝
, 𝜔𝑝3 =  

𝑔𝑚3(1 + 𝐾)

𝐶𝑝
  (7) 

 

The DC gain, ideal peaking gain, and EQ level are shown in (8). 

 

𝐷𝐶_𝑔𝑎𝑖𝑛 = 
𝐾𝑔𝑚1𝑅𝑑

(1 + 𝑔𝑚1𝑅𝑠/2)(1 + 𝐾)
 ≈  

𝑔𝑚1𝑅𝑑

1 + 𝑔𝑚1𝑅𝑠/2
  (8) 

 

𝑃𝑒𝑎𝑘_𝑔𝑎𝑖𝑛 = 
𝐾𝑔𝑚1𝑅𝑑

1 + 𝐾
 ≈  𝑔𝑚1𝑅𝑑  (9) 

 

𝐸𝑄_𝑙𝑒𝑣𝑒𝑙 = 1 +  𝑔𝑚1𝑅𝑠/2  (10) 

 

The AC response is shown in Figure 5. 

 

 

 
 

Figure 4. The proposed folded cascode CTLE 

 

 

 
 

Figure 5. The AC response of the folded cascode CTLE 

 

 

The proposed structure has many advantages as bellows: Firstly, the equations of the proposed 

CTLE is quite similar with the conventional CTLE. Secondly, the core of this structure, the output 

capacitance (CP) is smaller because the size of M3, M4 is smaller than M1, M2 (M3 and M4 do not exist in 

the conventional CTLE). Therefore, the bandwidth of the proposed CTLE is larger than the conventional 

CTLE. Last but not least, the conventional CTLE is used the IO device. Meanwhile, the proposed CTLE is 

used the core device. Therefore, the gain of the proposed CTLE is higher. 
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The operation of the Receiver is described as follows. Initially, the offset cancellation turns on and 

selects the RD fuse with minimal offset. And then, the CTLE selects the RS fuse to minimal jitter at the 

output receiver. This structure moves the common-mode voltage as in Figure 6. Another plus point of using 

the folded cascode CTLE is that we can use the diff-pair N-type metal–oxide–semiconductor (NMOS) in the 

next stage. The NMOS is a higher gain than PMOS because of the higher mobility. 

 

 

 
 

Figure 6. The expected output common-mode voltage at the typical corner 

 

 

2.4.  CTLE’s receiver 

With the traditional CTLE given in [22], the bandwidth and the gain are not enough leading to a 

tradeoff between gain and bandwidth [23]. With two stage CTLE of transmitter channel equalization (TCE) 

in [15], the 2𝑛𝑑 amplifier is the traditional CTLE as in [22] help to reduce the voltage gain at the low 

frequency and the 1𝑠𝑡 amplifier like a buffer with wideband to increase the gain of the 2𝑛𝑑 amplifier [15], 

[24]. In this study, proposed folded cascode CTLE is presented as Figure 7, in which, the 2𝑛𝑑 amplifier is the 

folded cascode CTLE with smaller size help to increase the bandwidth compared to the traditional CTLE. 

Besides, using core device with VDDL in the 2𝑛𝑑 amplifier will allow the circuit to operate at higher 

frequencies. In addition, the 1𝑠𝑡 amplifier with wideband helps to protect the 2𝑛𝑑 amplifier and increase the 

gain of the 2𝑛𝑑 amplifier. 

 

 

 
 

Figure 7. Proposed CTLE 

 

 

2.5.  Hsrx_Singbuff 

When the channel loss compensation is finished by CTLE, we need the high gain to push the signal 

up to full VDDL. The sing-buff stage is followed by a two-stage op-amp structure with the differential input 

and single-ended output as done in the previous study [16]. The design needs to guarantee that the size of 

M1, M2 is minimal and does not influence the bandwidth of CTLE while the gain is still enough. The total 

gain is followed by the function (11). 
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𝐴𝑣 ≈  𝑔𝑚1. (𝑟𝑜1//𝑟𝑜3). 𝑔𝑚5. (𝑟𝑜5//𝑟𝑜7)  (11) 

 

With the input swing is 40 mV (𝑉𝑑𝑚 = 40 mV) and the output can be achieved the “full swing” design, the 

gain design for this stage at min corner is 26 dB follows. 

 

𝐴𝑣 ≈ 20 log
800

40
 ≈ 26 𝑑𝐵 

 

2.6.  Hsrx_Crosscoupled 

Because of the high gain in the sing-buff stage, the single-ended output signal is unbalanced. The 

cross-coupled stage helps to adjust and recover the data signal to balance the jitter, as shown in Figure 8. The 

number of stages depends on power consumption and jitter, and in this study, two stages would be enough for 

our design. 

 

 

 
 

Figure 8. The cross-coupled inverter 

 

 

3. EXPERIMENTALRESULTS 

3.1.  Simulation scenario 

Our simulation results were implemented and simulated by a 6.1.7 Cadence Virtuoso environment. 

The 18 nm FinFET technology was used. The voltage and temperature references were followed the Table 1. 

An input with 29-1 PRBS9 data pattern [5] was transmitted through the channel model to the 

receiver stage at 3.6 GHz clock frequency. The channel loss was measured at various frequencies: 

approximately 3.5 dB at 1.25 GHz, 8.3 dB at 3.6 GHz, and 10.8 dB at 5 GHz, as illustrated in Figure 9. These 

measurements highlight the channel's performance degradation at higher frequencies, which is a critical 

consideration in high-speed data transmission. 

Simulations were rigorously conducted to assess the performance across process, voltage, and 

temperature (PVT) variations, encompassing five typical PVT corners: fast-fast (FF), fast-slow (FS), typical-

typical (TT), slow-fast (SF), and slow-slow (SS). The comprehensive normal simulation regime incorporated 

a total of 33 conditions. This included variations across four corner MOS types (FF, FS, SF, SS), two supply 

voltage levels (VDDL/VDDH), two extreme temperature conditions (-40 °C and 105 °C), two common-mode 

voltage levels (70 mV and 330 mV), and the standard condition at the typical corner (TT). 

In addition to the standard simulations, jitter performance was specifically evaluated to ensure 

robust ness under ±2 mV offset voltage conditions, thereby extending the simulation to 66 corners. This 

extensive testing was designed to identify potential vulnerabilities under extreme operational scenarios. 

Results from these simulations of 66 corners were carefully analyzed, with findings for both the best and 

worst-case scenarios distinctly presented. For clarity and emphasis, results from the worst-case scenario were 

highlighted in bold within the summary table, aiding in the quick identification of critical performance 

bottlenecks. 

 

 

Table 1. The reference symbols for design summary 
Note Min Typ Max 

VDDIO 1.62 (L) 1.8 1.98 (H) 

VDDL 0.72 (L) 0.8 0.88 (H) 

Temperature -40 (L) 25 125 (H) 

 

 

3.2.  Hsrx_Diffbuff 

The Hsrx_Diffbuff was a wide-bandwidth protection stage to avoid affecting the input data pattern. 

Figure 9 and Table 2 show the results of this stage. To achieve a speed of 7.2 Gbps/lane, the Hsrx_Diffbuff 

must have a minimum bandwidth of 3.6 GHz. Indeed, the 𝑓−3𝑑𝐵  result of 6.45 GHz for minimum bandwidth 

is an appropriate value. Besides, due to the wide bandwidth, the gain will be smaller as shown in Table 2. 
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Table 3 shown the comparison of proposed 1𝑠𝑡 amplifier and the TCE [15]’s 1st amplifier at worst 

case corner. The summary of CTLE was shown in Table 4. The best case of peak frequency was FF corner 

where devices were fast and the worst case of peak frequency was fast-fast-low-low-high (FFLLH) corner 

where devices were slow. Meanwhile, the peak gain was vice versa. This was the trade-off between gain and 

bandwidth. Table 5 shown the comparison of proposed CTLE and the TCE [8]’s CTLE at worst case corner. 

Because of smaller gain in the 1𝑠𝑡 amplifier, the gain of proposed CTLE is smaller than the gain of TCE [15]. 

But the peaking of the proposed CTLE is larger than 70% of the peaking frequency of TCE [15]. 

 

 

 
 

Figure 9. The input channel loss with AC response 

 

 

Table 2. Simulation results of Hsrx Diffbuff 
 DC gain Bandwidth (-3 dB) 

Unit dB GHz 

Min 0.86 6.45 

Typ 2.92 11.17 

Max 3.80 19.39 

Min corner FFHHL SSHHH 

Max corner SSLLH FFHHL 

Note: F: fast, H: high, L: low, S: slow  

 

 

Table 3. 1st amplifier performance comparison 
 TCE [15] This work 

DC gain 5.7 dB 0.86 dB 

Bandwidth 2.5 GHz 6.45 GHz 

 

 

Table 4. Simulation results of CTLE 
EQ level (fuse 5) DC gain Peaking gain Peaking frequency 

Unit dB dB GHz 
Min -2.53 2.66 4.26 

Typ 4.45 10.68 7.58 
Max 9.82 17.77 9.88 

Min corner FFHHL FFHHL SSLLH 
Max corner SSLLH SSLLH FFLLL 

Note: F: fast, H: high, L: low, S: slow 
 

 

Table 5. CTLE performance comparison 
 TCE [15] This work (fuse 5) 

Peaking frequency 2.5 GHz 4.26 GHz 

DC gain 13 dB 9.82 dB 

Peaking gain 24 dB 17.77 dB 

EQ level at 2.5 GHz 11 dB 7.95 dB (*) 

(*) 12.95 dB with fuse 10 (+1 dB with each fuse) 
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3.3.  Hsrx_Singbuff 

Figure 10 and Table 6 show the simulation results of the Hsrx_Singbuff stage. This stage needed a 

high gain and a medium bandwidth. With the 40 mV input swing, we need 26 dB to gain the input signal up 

to VDDL (800 mV at the typical corner) as in (12). 

 

𝐴𝑣 ≈  20 log
800

40
 ≈ 26𝑑𝐵  (12) 

 

In the Hsrx_Singbuff simulation, the minimum gain was 27.55 dB and the bandwidth was 0.72 GHz. 

Compared to the expectation, the minimum gain was still larger than 26 dB. Therefore, the simulation of this 

stage had met the expectations. 

 

 

 
 

Figure 10. The AC response of the Hsrx_Singbuff (SSHHH corner) 

 

 

Table 6. The Hsrx_Singbuff results in summary 
 DC gain Bandwidth (-3dB) 

Unit dB GHz 

Min 27.55 0.72 

Typ 30.49 0.90 

Max 32.19 1.08 

Min corner FFLLH SSLLH 

Max corner SSHHL FFLLH 

Note: F: fast, H: high, L: low, S: slow 
 

 

3.4.  Offset cancellation technique 

Table 7 shows the offset need to cover in CTLE. The results are measured at the worst-case corner 

(SSLLH)–global corner and local mismatch. In this design, 73,364 mV is the maximum offset run with 

Monte Carlo simulation of 4.5σ. The technique to reduce this offset is given as follows. The offset could be 

reduced when the code of (OUT1P, OUT1N) are swept from (5’b11111, 5’b00000) to (5’b00000, 5’b11111). 

The covered offset shown below: 

 

𝑂𝑓𝑓𝑠𝑒𝑡 = 𝐼𝐶𝑇𝐿𝐸 . 𝑅𝑜𝑐 . (𝑆𝑐𝑎𝑙𝑒𝑛 −  𝑆𝑐𝑎𝑙𝑒𝑝) 

𝑀𝑎𝑥_𝑂𝑓𝑓𝑠𝑒𝑡_𝐶𝑜𝑣𝑒𝑟𝑒𝑑 = 𝐼𝐶𝑇𝐿𝐸 . 𝑅𝑜𝑐 . (𝑆𝑐𝑎𝑙𝑒𝑛5′𝑏00000 −  𝑆𝑐𝑎𝑙𝑒𝑝5′𝑏11111) 

𝑀𝑖𝑛_𝑂𝑓𝑓𝑠𝑒𝑡_𝐶𝑜𝑣𝑒𝑟𝑒𝑑 = 𝐼𝐶𝑇𝐿𝐸 . 𝑅𝑜𝑐 . (𝑆𝑐𝑎𝑙𝑒𝑛5′𝑏01111 − 𝑆𝑐𝑎𝑙𝑒𝑝5′𝑏10001) 

 

where I𝐶𝑇𝐿𝐸  is the current flow in each branch of CTLE and R𝑂𝐶  is offset cancellation resister 

 

𝑆𝑐𝑎𝑙𝑒 =  
1

1
𝑅𝑜𝑐

+  
𝑏𝑖𝑡0

20𝑅𝑜𝑐
+  

𝑏𝑖𝑡1

21𝑅𝑜𝑐
+

𝑏𝑖𝑡2

22𝑅𝑜𝑐
+  … + 

𝑏𝑖𝑡𝑛

2𝑛𝑅𝑜𝑐

 

 

For example, the covered offset shown below: 

 

𝑀𝑎𝑥_𝑂𝑓𝑓𝑠𝑒𝑡_𝐶𝑜𝑣𝑒𝑟𝑒𝑑 = 400𝑢 ∙ 321.5 ∙ (1 − 0.34) = 82.4 𝑚𝑉 

𝑀𝑖𝑛_𝑂𝑓𝑓𝑠𝑒𝑡_𝐶𝑜𝑣𝑒𝑟𝑒𝑑 = 400𝑢 ∙ 321.5 ∙ (0.52 − 0.5) = 2 𝑚𝑉 
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The middle code (OUT1P, OUT1N) is (5’b10000, 5’b10000) where offset is about 0 mV. The maximum 

offset could be covered of ±82.4 mV. And the margin of offset need to simulate is about ±2 mV. 

 

 

Table 7. Offset with Monte Carlo simulation (4.5σ). 
Monte Carlo simulation (4.5σ) - Offset=OUTN-OUTP 

Mean Std Dev(σ) Min=Mean-4.5σ Max=Mean+4.5σ 
0 16.303 -73.364 73.364 

 

 

3.5.  Output Eye diagram 

To evaluate the performance of the receiver design, the EyeHeight, the EyeWidth and the Jitter of 

the output eye diagram were one of the most important parameters [12]. The less the jitter, the better the 

performance was. Table 6, Table 7, and Figure 11 showed the output eye diagram summary of receiver 

design. The jitter was measured with ±2 mV offset at node OUT1P and OUT1N as shown in Figure 1, when 

the offset calibration finished. The worst case of EyeHeight, EyeWidth and Jitter were at SSLLH corner as 

Tables 8 and 9 respectively. The minimum of EyeHeight was 720 mV, the minimum of EyeWidth was 

119.26 ps, and the maximum of Jitter was 19.63 ps (at the output of the system–OUTP/OUTN). 

Figure 11 shown the output eye diagram at typical corner. The common mode at INP node, OUT1P 

node, and OUTP node were 𝑉𝑐𝑚𝐼𝑁𝑃
= 200 mV, 𝑉𝑐𝑚𝑂𝑈𝑇1𝑃

= 640 mV, and 𝑉𝑐𝑚𝑂𝑈𝑇𝑃
= 400 mV. These common 

modes met with the expected common mode in Figure 6. Figure 11 also shows the output eye diagram at worst 

case corner (SSLLH). The input at this worst case (INP) had 𝐸𝑦𝑒𝐻𝑒𝑖𝑔ℎ𝑡𝐼𝑁𝑃 = 40 mV, 𝐸𝑦𝑒𝑊𝑖𝑑𝑡ℎ𝐼𝑁𝑃 = 94 ps, 

and 𝐽𝑖𝑡𝑡𝑒𝑟𝐼𝑁𝑃 = 45 ps. At the output of CTLE (OUT1P), the EyeHeight and EyeWidth were opened to 

𝐸𝑦𝑒𝐻𝑒𝑖𝑔ℎ𝑡𝑂𝑈𝑇1𝑃 = 324.36 mV and 𝐸𝑦𝑒𝑊𝑖𝑑𝑡ℎ𝑂𝑈𝑇1𝑃 = 121.24 ps. Meanwhile, the jitter reduced to 

Jitter𝑂𝑈𝑇1𝑃 = 17.65 ps. Finally, the EyeHeight was opened to full swing 𝐸𝑦𝑒𝐻𝑒𝑖𝑔ℎ𝑡𝑂𝑈𝑇𝑃 = 720 mV and the 

Jitter increased slightly as 𝐽𝑖𝑡𝑡𝑒𝑟𝑂𝑈𝑇𝑃 = 19.63 ps at the output of the system (OUTP). 

 

 

 
   

 
 

Figure 11. The output eye diagram at typical and worst-case corner 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 14, No. 5, October 2024: 4956-4969 

4966 

Table 8. The summary of output EyeHeight, with ±2mV offset calibration 

The EyeHeight The EyeWidth 

Jitter of INP OUT1P OUTP OUTN Jitter of INP OUT1P OUTP OUTN 

Unit mV mV mV mV Unit ps ps ps ps 

Min 40 85.44 720 720 Min 94 121.24 120.85 119.26 

Typ 40 203.81 800 800 Typ 94 126.51 125.63 124.01 

Max 40 324.36 880 880 Max 94 131.62 129.01 128.51 

Min corner All pvt FFLLL SSLLH SSLLH Min corner All pvt SSLLH SSLLH SSLLH 

Max corner All pvt SSLLH SSHHH SSHHH Max corner All pvt FFLLL FFLLL FFLLL 

 

 

Table 9. The summary of output jitter with ±2 mV offset calibration 

Jitter of INP OUT1P OUTP OUTN 

Unit ps ps ps ps 

Min 45 7.27 9.88 10.38 

Typ 45 12.38 13.26 14.88 

Max 45 17.65 18.04 19.63 

Min corner All pvt FFLLL FFLLL FFLLL 

Max corner All pvt SSLLH SSLLH SSLLH 

 

 

As shown in Table 4, the maximum peaking frequency of the CTLE was 9.88 GHz at the FFLLL 

corner, while the minimum peaking frequency was 4.26 GHz at the SSLLH corner. Consequently, the best 

case of jitter was 9.88 ps at the FFLLL corner. Conversely, the worst case of jitter was 19.63 ps at the 

SSLLH corner. 

Figure 12 shown the effect of the offset on the output CTLE design. The big offset could be created 

the mismatch at the output of CTLE. Figure 12 shows the OUTP’s output eye diagram at worst case corner 

(SSLLH) simulated with ±2 mV offset, ±48.909 mV offset (±3σ) and ±73.364 mV offset (±4.5σ), with ±3σ 

offset: 𝐸𝑦𝑒𝐻𝑒𝑖𝑔ℎ𝑡𝑂𝑈𝑇𝑃 = 690 mV, 𝐸𝑦𝑒𝑊𝑖𝑑𝑡ℎ𝑂𝑈𝑇𝑃 = 121.24 ps, 𝐽𝑖𝑡𝑡𝑒𝑟𝑂𝑈𝑇𝑃 = 54.88 ps, and with ±4.5σ 

offset: 𝑂𝑈𝑇𝑃 = 𝑉𝑆𝑆 = 0 mV, 𝑂𝑈𝑇𝑁 = 𝑉𝐷𝐷𝐿 = 720 mV. Therefore, the EyeHeight, EyeWidth and Jitter is 

worse with the in-creasing of offset. The data was mismatched when the offset was ±4.5σ. 

The eye diagram results are shown in Tables 10 and 11. Table 10 shows the main characteristics of 

the 7.2 Gbps/lane (3.6 GHz) receiver based on the measurement results compared with MIPI D-PHY 

specifications. Table 11 gives the comparison of proposed receiver with the other works. 

Compared to MIPI D-PHY characteristics in Table 8, the MIPI D-PHY version 2.1 was designed for 

the receiver that runs up to 4.5 Gbps and required a jitter per UI of 10% (i.e. about 22.22 ps jitter of data pattern) 

for the entire system [12]. The proposed structure was implemented and designed with: i) 7.2 Gbps/lane of data 

rate (60% faster than MIPI’s speed); and ii) 19.63 ps jitter of data pattern at the worst-case corner (14% of 1 UI 

at 3.6 Ghz). The remaining “4%” would be supported by the remaining blocks such as clock data recovery 

(CDR), and digital signal processing (DSP). 

Compared to the other transceivers as in Table 9, the proposed structure was implemented and 

designed with:  

˗ 7.2 Gbps/lane of data rate (20% faster than 6 Gbps of A-SSCC [25])  

˗ 0.14UI of jitter (44% smaller than 0.25UI of TCE [26])  

˗ 0.86UI of Eyewidth ( 14% larger than 0.75UI of TCE [26])  

˗ 0.85 mV/Gb/s of power per lane (24% smaller than 1.1UI of TCE [26]). 

 

 

Table 10. The main characteristics of the proposed receiver 
Items Unit MIPI D-PHY v2.1 [12] This work 

Maximum data rate Gbps 4.5 7.2 

Unit Interval (UI) ps 222.22 138.88 

Minimum receivable input signal 
EyeWidth UI 0.5 0.67 

EyeHeight mV 80 40 

 

 

Maximum differential insertion loss of channel 

Channel loss dB -3.25 -3.50 

Frequency GHz 1.25 1.25 

Channel loss dB - -8.30 

Frequency GHz 3.60 3.60 

Channel loss dB -11.10 -10.80 

Frequency GHz 5.00 5.00 

   Jitter of Clock Random UI 0.10 0.14 

 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 Design of a high-speed 7.2 Gbps/lane receiver for MIPI D-PHY interface utilizing 18 nm … (Trang Hoang) 

4967 

Table 11. Performance summary and comparison of proposed transceiver 
Reference TCE [15] - 11/2019 ITC [26] - 09/2022 A-SSCC [25] - 12/2022 This work 

Application MIPI D PHY v2.0 MIPI D PHY MIPI C/D PHY MIPI D PHY v2.1 

Technology 110 nm CMOS - 110 nm CMOS 18 nm FinFET 

Supply 1.2 V 1.8 V 1.5 V 1.8 V and 0.8V 

Operation mode Receiver Receiver Receiver Receiver 

PRBS - - 7 9 

Data rate/lane 5 Gbps 4.5 Gbps 6G bps 7.2 Gbps 

Unit interval (UI) 200 ps 222 ps 167 ps 139 ps 

Eye opening of data pattern 0.75UI 0.72UI 0.74UI 0.86UI 

Jitter of data pattern 0.25UI 0.28UI 0.26UI 0.14UI 

Power/lane (mW/Gb/s) 1.12 - - 0.85 

 

 

 
 

Figure 12. Effect of the Offset on CTLE design 

 

 

4. CONCLUSION 

In this paper, a high-performance receiver design capable of achieving 7.2 Gbps per lane for the  

D-PHY architecture, incorporating a folded cascode CTLE were introduced. The design successfully attained 

a peaking frequency of 4.26 GHz and a peaking gain of 17.77 dB at the CTLE, exceeding the expected 

performance metrics by a significant margin of 0.66 GHz against a target of 3.6 GHz. Furthermore, our 

design demonstrated a maximum jitter of 19.63 picoseconds under ±2 mV offset voltage conditions, while 

maintaining an efficient power consumption profile of 6.1 mW, translating to 0.85 mW/Gb/s. 

Looking ahead, future work will expand on the current CTLE topology and the overall receiver 

system for the MIPI D-PHY Interface by exploring the integration of artificial intelligence algorithms. These 

algorithms will be employed to optimize transistor sizing, aiming to enhance performance further. Upcoming 

studies will involve a comprehensive comparison and analysis of the performance metrics between the exist 

ing designs and those augmented by AI-driven optimizations. This approach is expected to yield significant 

insights into the scalability and efficiency enhancements possible in high-speed digital receiver design. 
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