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 There are various types of cybercrime, and hackers often target specific ones 

for different reasons, such as financial gain, recognition, or even revenge. 

Cybercrimes are not restricted by geographical boundaries and can occur 

globally. The prevalence of specific types of cybercrime can vary from 

country to country, influenced by factors such as economic conditions, 

internet usage levels, and overall development. Phishing is a common 

cybercrime in the financial sector across different countries, with variations 

in techniques between developed and developing nations. However, the 

impact, often leading to financial losses, remains consistent. In our analysis, 

we utilized a dataset featuring 48 attributes from 5,000 phishing webpages 

and 5,000 legitimate webpages to predict the phishing status of websites. 

This approach achieved an impressive 98% accuracy.  
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1. INTRODUCTION 

In today's world, economic relations, business, and markets are progressively moving towards the 

digital realm [1]. As a result, the risk of cyberattacks is rapidly escalating due to the innovative methods 

employed by attackers [2]. The widespread use of mobile technology, in conjunction with the onset of the 

digital age, poses a socio-technical threat to both government entities and the general public [3]. Over the 

years, cybercrime has evolved into a sophisticated type of criminal activity, making it challenging for victims 

to detect [4]. This evolution has led to a significant difference between cybercrime today and its early stages. 

The increasing prevalence of devices, internet-based services, and expanding user base has contributed to a 

surge in cybercrimes and their sophistication [5]. Despite the implementation of preventive and security 

measures to mitigate cybercrime, criminals persist in adapting and innovating new methods to circumvent 

cyber security [6]. Although cybercrime varies across different countries, certain factors such as phishing and 

data breaches are observed on a global scale. The current digital environment presents both opportunities and 

dangers. With the ease of a click, criminals can target unsuspecting individuals from anywhere. Using the 

anonymity provided by the Internet, attackers utilize methods such as phishing, using fraudulent websites to 

trick victims into revealing sensitive details like account IDs, usernames, and passwords.    

Determining whether a webpage is legitimate or a phishing attempt is a challenging problem, as it 

exploits the vulnerabilities of computer users [7]. Given its dynamic and intricate nature, effective 

cybersecurity measures are essential for safeguarding both individuals and organizations. Social engineering 

techniques are employed by attackers to exploit the carelessness and vulnerabilities of individuals in order to 

intercept sensitive data [8]. Phishing remains a significant concern in a rapidly changing world [9]. It is a 

form of social web-engineering attack in the online realm, where criminals illicitly obtain valuable data or 
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information from unsuspecting or uninformed internet users [10]. These attacks are one of the most prevalent 

methods employed by attackers, and their consequences can include financial losses, reputational damage, 

and identity theft [11]. 

With the evolving nature of phishing emails, more sophisticated approaches are required that 

leverage all the characteristics of emails to enhance the detection capabilities of machine learning and deep 

learning classifiers [12]. To counter the rising cyber threats, nations have been formulating resilient 

cybersecurity initiatives and enacting legislation to counter cybercrime, aiming to shield themselves from 

digital risks. The private sector has been pivotal in crafting inventive cybersecurity solutions, spanning from 

antivirus programs to specialized software for fraud prevention. 

The effectiveness of phishing emails lies in their ability to exploit human emotions, inducing a sense 

of urgency that compels recipients to take immediate action. This often leads to financial and data losses. 

Therefore, solely relying on human detection of phishing attempts is insufficient, and more effective 

automatic detection mechanisms are necessary [13]. 

Significance and primary contribution of the proposed model: i) The study conducts an empirical 

comparison of three machine learning algorithms for phishing detection to understand their individual 

strengths and weaknesses. It analyzes the performance of logistic regression (LR), support vector machine 

(SVM), and random forest (RF) models in identifying and classifying phishing websites; and ii) Training data 

using RF to detect phishing websites: We utilized the RF machine learning model to train their data, enabling 

the identification of whether a website is a phishing one or not. Subsequently, the model yielded a 

significantly improved accuracy percentage compared to existing methods. This underscores the efficacy and 

potential of the RF model in addressing the challenges associated with phishing detection. 

Our contributions offer valuable insights into the utilization of machine learning techniques for 

addressing cybercrime. Particularly in the context of detecting and combating phishing activities. The 

empirical evaluation and analysis of various machine learning algorithms, along with the utilization of the RF 

model, signify significant progress in enhancing the accuracy and efficiency of cybercrime detection and 

mitigation efforts. 

 

 

2. LITERATURE REVIEW 

 Machine learning and modern artificial intelligence (AI) methods have been effectively utilized in 

various practical applications [14], [15]. Various authors have made noteworthy contributions to the realm of 

forecasting phishing websites and fortifying against cybercrime. Our work has been shaped by the research 

conducted by these individuals. The study [16] constructs a knowledge graph called RCTI by combining 

cybersecurity threat intelligence (CTI) with management security requirements (SR) data. Their innovative 

𝐸(𝑛)-equivariant graph neural network (EGNN) model, which is based on GNN, proficiently propagates 

edge information across the heterogeneous graph. The EGNN model demonstrates top-tier performance in 

forecasting new insights within the RCTI graph. Additionally, they leverage the EGNN model to forecast 

new connections within the graph, resulting in a high connectivity rate between CTI and SR entities. The 

study [17] discusses defense mechanisms against cyber-attacks and presents a threat model for machine 

learning (ML) security mechanisms in cyber systems. They evaluate the efficacy of machine learning models 

when subjected to diverse machine learning attacks in cyber-physical systems, offering valuable insights into 

the effectiveness of distinct security measures. Catal et al. [18] presents a comprehensive review of machine 

learning model life cycles, covering approaches, data sources, feature selection techniques, DL algorithms, 

evaluation parameters, and validation approaches. They also address the obstacles encountered in the field 

and put forward potential solutions. Desolda et al. [19] focuses on the role of human factors in phishing 

attacks and presents human factors-based solutions to reduce phishing attacks. Abdillah et al. [20] describes 

common phishing attack vectors, data sources, and identification methods used to mitigate phishing attacks 

and Das et al. [21] delves into the technical and individual attributes of phishing attacks, motivations behind 

them, and user characteristics. Benavides et al. [22] review deep learning algorithms for phishing mitigation, 

while Arshad et al. [23] presents a literature review of phishing and anti-phishing techniques, studies [24] 

and [25] focus on using natural language processing (NLP) techniques for detecting phishing emails and 

websites, respectively. 

The hybrid features accurately portray emails by merging their content and textual attributes. 

Additionally, Alani and Tawfik [26] conducts a systematic literature survey comparing various phishing 

detection approaches, and Nagunwa et al. [27] proposes a machine learning-based approach for detecting 

phishing websites using a novel set of features. To enhance efficiency in anti-phishing techniques, 

Bahaghighat et al. [28] presents an improved predictive model based on machine learning, utilizing six 

different algorithms and Warraich and Morsi [29] focuses on cyberattacks related to fast-charging stations 

and introduces a machine learning-based approach for early detection. 
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For malware detection, Ojewumi et al. [30] implements a rule-based approach for phishing 

detection using machine learning models. They employ three models trained on a dataset comprising fourteen 

features, demonstrating that the RF model delivers the most favorable performance. Furthermore, the article 

examines botnets as a noteworthy cybersecurity menace and recommends an ensemble classifier algorithm 

with a stacking process (ECASP) for identifying and addressing bot attacks through effective feature 

selection. Kankrale [31] utilized machine learning to identify phishing attacks using a dataset of 1,353 safe 

website URLs, achieving 90% accuracy with various classifiers. Chiew et al. [32] employed machine 

learning to detect phishing websites, achieving 94.6% accuracy with the RF algorithm. 

Yang et al. [33] introduced the dynamic category decision algorithm (DCDA) for phishing website 

detection, integrating deep learning with convolutional neural network-long short-term memory (CNN-

LSTM) and XGBoost. Alqahtani [34] developed a method called phishing websites classification using 

association classification (PWCAC). Ali and Ahmed [35] combined evolutionary and neural network 

methods for phishing detection. Zamir et al. [36] presented a framework for detecting phishing websites 

using stacking and diverse feature selection methods.   

 

 

3. PROPOSED MODEL 

 The danger posed by phishing attacks is increasing at a rapid pace, inflicting significant harm by 

preying on unsuspecting users [37]–[42]. Therefore, our study introduces a novel method to identify and 

differentiate whether a website is engaging in phishing. Phishing, a pervasive form of cybercrime, involves 

the use of deceptive websites to deceive users into downloading malware or divulging sensitive personal 

information to attackers [43].    

We utilized a dataset from Kaggle and employed the random forest algorithm to predict phishing 

threats and Figure 1 illustrates the fundamental operational concept underlying our research endeavor. Prior 

to model training, we conducted an analysis by splitting the data into three parts to identify uninformative 

features. Spearman correlation was used to assess variable relationships, enabling the removal of redundant 

or uninformative features, optimizing the phishing detection process by considering only relevant features.  

 

 

 
 

Figure 1. Working principal of proposed model 

 

 

Our study involved testing websites based on a dataset containing thirty-nine predetermined features 

to gain in-depth insights into the traits that can impact their classification as phishing sites. Additionally, the 

study utilized three different ML algorithms to accurately classify the websites and determine the most 

effective approach for this task. By systematically testing the websites using a diverse dataset and employing 

multiple machine learning algorithms, the study aims to provide valuable insights into the effectiveness of 

these approaches in detecting and differentiating phishing websites, ultimately contributing to the 

advancement of cybersecurity measures. This comprehensive approach underscores the importance of 

leveraging advanced technology and robust methodologies to address the evolving challenges posed by 

cybercrime. 
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We evaluated the performance of three classifiers: LR, SVM, and RF. The LR, is a supervised 

machine learning method used to predict discrete output classes (binary in this very case) [44]. It relies on 

various hypothesis functions to forecast binary-value outputs. This paper specifically considers the sigmoid 

function as a hypothesis function, which is expressed as (1). 

 

ℎ𝑤(𝑥(𝑖)) =
1

1+𝑒
− ∑ 𝑤𝑗𝑥(𝑖)

𝑖=0 𝑗
  (1) 

 

SVM is a machine learning algorithm used for addressing classification and regression problems 
[45]. It relies on a hyperplane classifier that separates and maximizes the margin between distinct classes. For 

a given dataset D, denoted as {(𝑥1, 𝑦2), (𝑥2, 𝑦2), . . . , (𝑥𝑛 , 𝑦𝑛)}, where (𝑥1, 𝑦2) represents the labelled data 

mapping for training, SVM aims to find the optimal decision boundary to separate these classes using a 

hyperplane, denoted as h(x). This decision boundary is designed to effectively distinguish between the two 

classes, typically represented as +1 for 'phishing websites and -1 for 'legitimate websites.  

 

ℎ(𝑥) = 𝑠𝑖𝑔𝑛 (𝑊 ∗ 𝑋 + 𝑏) = 𝑠𝑖𝑔𝑛( ∑ 𝑎𝑖𝑦𝑖(𝑥𝑖 , x) + 𝑏𝑁
𝑖=1 ) (2) 

 

Using SVM, we fit the model to the data by minimizing the following function with slack variables: 

 
1

2
||𝑊||2 + 𝐶 ∑ 𝜉𝑖𝑁

𝑖=1  (3) 

 

Subject to:  
 

𝑌𝑖  (𝑊. 𝑋𝑖 + 𝑏) ≥ 1 − 𝜉𝑖, 𝜉𝑖 ≥ 0, ∀𝑖 (4) 

 

For a RF model consisting of T decision trees, the prediction can be represented, given an input feature 

vector x with the predicted class ŷ, as (5): 
 

ŷ = 𝑚𝑜𝑑𝑒(𝑓𝑡(𝑋)) (5) 
 

where 𝑓𝑡(𝑋) is the prediction of the 𝑡𝑡ℎ  decision tree. For regression tasks, the predicted value ŷ is computed 

as (6): 
 

ŷ =
1

𝑇
∑ 𝑓𝑡(X)𝑇

𝑖=1  (6) 

 

Therefore, we can say that the novel aspects of our work lie in the comprehensive and strategic approach to 

feature analysis, selection, and model training, as well as the demonstration of superior performance in 

phishing detection compared to existing research. These aspects collectively contribute to the advancement of 

phishing website detection and classification. 

 

 

4. INITIALIZING MACHINE LEARNING MODELS FOR THE TRAINING AND SELECTING 

This study provides valuable insights into using machine learning techniques to address cybercrime, 

specifically in detecting and combating phishing activities. While previous studies have examined the 

significance of machine learning in detecting phishing attacks, they have not explicitly discussed how it 

influences the evaluation and analysis of different machine learning algorithms to improve the accuracy and 

efficiency of cybercrime detection and mitigation. We found that a deep understanding and analyst of data 

correlates with the performance of the algorithm. The proposed method in this study tended to have an 

inordinately higher proportion in the comprehensive and strategic approach to feature analysis, selection, and 

model training, as well as the demonstration of superior performance in phishing detection compared to 

existing research as these aspects collectively contribute to the advancement of phishing website detection 

and classification. 

 

4.1.  Dataset 

The initial analysis involved breaking down the data into three parts for a thorough examination of 

features relevant to detecting suspicious websites. Figures 2, 3, and 4 depict the three segments of our 

analysis. Figure 2 illustrates the first segmentation, encompassing 0-15 features, while Figure 3 illustrates the 

second segmentation, covering 15-30 features. Finally, Figure 4 represents the third segmentation, 

comprising 30-50 features. Spearman Correlation was employed to evaluate the connections between 
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variables and detect redundant or uninformative features. This method was pivotal in refining the phishing 

detection process to prioritize only pertinent and meaningful features. By pinpointing these correlated 

features, we can improve the accuracy and efficacy of our algorithm in discerning between authentic and 

deceptive websites. Figure 3 illustrates the second segmentation, covering 15-30 features. Figure 4 represents 

the third segmentation, comprising 30-50 features. 

 

 

 
 

Figure 2. 1st segmentation 

 

 

 
 

Figure 3. 2nd segmentation 
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Figure 4. 3rd segmentation 

 

 

4.2.  Visualize logistic regression performance 

Our analysis of the logistic regression performance using the wrapper method involved visualizing 

the results. From the visualization, we observed that the regression model achieved the best performance 

when utilizing 39 features. Based on this insight, we decided to select these 39 features for our final model 

training. In order to determine the optimum number of features, we examined the plot and identified a region 

where all performance metrics exhibited favorable results. This region, as depicted in Figure 5, indicated that 

using 39 features would lead to improved performance across all metrics, resulting in a well-balanced and 

accurate model. 

 

 

 
 

Figure 5. Logistic regression 
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Figure 5 illustrates the performance of the logistic regression model, serving as a foundational basis 

for the final model. The analysis of the results in this figure informs decisions about the model's effectiveness 

and suitability for the specific task. The insights gained from Figure 5 are crucial in shaping and optimizing 

the final model for improved performance. 

In Figure 6, we employed the SVM algorithm along with the wrapper method for feature selection. 

Similar to our prior analysis with logistic regression, our goal was to choose the most suitable features using 

this method and assess the performance of SVM. However, it was noted that SVM did not surpass linear 

regression in terms of performance. 

Following the training of the random forest model, we proceeded to predict on the test dataset. 

Remarkably, the model demonstrated an accuracy of 98% during this phase. This notable accuracy indicates 

that the random forest model has adeptly discerned patterns and relationships within the data, resulting in 

precise predictions on previously unseen test data. Our study shows that RF outperforms LR and SVM in 

phishing detection and Figure 7 illustrates the model's performance. Future research could investigate 

integrating LR with RF to create an ensemble model, combining the strengths of both algorithms for an 

overall enhanced predictive performance. 
 

 

 
 

Figure 6. Support vector machine 
 

 

 
 

Figure 7. Random forest model 
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5. RESULT AND DISCUSSION 

The model's performance was assessed using four primary metrics: accuracy, precision, recall, and 

F1-Score. Accuracy measures overall correctness, precision evaluates accurate positive predictions, recall 

measures the model's ability to identify positive instances, and F1-score combines precision and recall for a 

balanced assessment. These metrics offer a comprehensive evaluation of the model's ability to classify 

websites as legitimate or phishing. The confusion matrix was used for further performance assessment, 

capturing true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN).  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (7) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (8) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃

𝑇𝑃+𝐹𝑁
 (9) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2
𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
=

𝑇𝑃

𝑇𝑃 + 
1

2 
(𝐹𝑃 + 𝐹𝑁)

 (10) 

 

The model has demonstrated impressive performance, achieving a high accuracy of 98%, as well as 

strong precision and recall scores. This indicates the model's robust capability to effectively differentiate 

between legitimate and potentially malicious websites, showcasing its effectiveness in making accurate 

predictions. Figure 8 showcases the outcomes of our model, presenting metrics such as precision, recall,  

F1-score, and accuracy. 

 

 

 
 

Figure 8. Result 

 

 

5.1.  Comparison 

The table 1 provides a comparison between our study and existing research in the phishing domain, 

emphasizing precision, recall, F1-score, and accuracy. The results clearly indicate that our work surpasses 

previous research in all four metrics. We specifically compare our work with several existing studies, 

including those referenced as [26], [46]–[49]. With an accuracy rate of 98%, our model excels in predicting 

phishing websites, revealing the superiority of our approach over prior studies in the field. This contribution 

significantly enhances cybersecurity efforts as the increasing reliance on the internet has led to a rise in 

cybercrime, which presents a significant challenge for researchers and law enforcement [50]. 

 

 

Table 1. Comparison 
Reference Precision (%) Recall (%) F-score (%) Accuracy (%) 

[46] 96.38 % 90.06 % 93.12 % 93.91 % 
[47] 94.85 % 97.86 % 96.33 % 95.94 % 
[48] 98.28 % 94.56 % 96.38 % 96.76 % 
[26] 95.65 % 96.70 % 96.17 % 97.56 % 
[49] 98.47 % 96.58 % 97.51 % 97.54 % 

Our proposed model 98.20 % 98.69 % 98.45 % 98.45 % 

 

 

6. CONCLUSION  

Our study presents a machine learning model designed to predict phishing websites effectively. 

Recent observations suggest that the technology has provided both organizations and cybercriminals with 

advanced tools, leading to a shift from physical to cybercrimes. The evolving nature of technology has made 
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it difficult for people to differentiate between legitimate and fraudulent links, increasing the risk of falling 

victim to these attacks. In this context, machine learning plays a crucial role, as it can help predict phishing 

websites with confidence. By utilizing machine learning algorithms, it becomes possible to analyze various 

features and patterns, empowering users to identify and avoid potentially dangerous phishing links, thereby 

reducing the risk of data breaches and financial losses. Our research contributes valuable insights into the 

utilization of machine learning techniques for phishing detection in the financial sector. The empirical 

comparison of algorithms, emphasis on feature analysis, and the demonstrated superiority of the RF model 

collectively advance the field of cybersecurity. The study serves as a foundation for future research, and its 

findings can inform the development of more effective and accurate phishing detection systems. Future 

research may explore ensemble models combining LR and RF for even more robust predictive performance. 
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