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 The paper addresses the issue of automating the detection of fungal diseases 

in plants using digital images of their leaves. The spread of diseases among 

agricultural and horticultural crops causes significant economic losses 

worldwide, making the development of an effective and affordable solution 

to this problem highly valuable. Literature analysis suggests the viability of 

employing a convolutional neural network (CNN) to tackle this issue. The 

'Fungus recognition' model was developed based on a custom CNN 

architecture using the TensorFlow library. The model underwent training 

and testing on a publicly available dataset. Test results show that 'Fungus 

recognition' achieves a classification accuracy level of 90%, surpassing 

similar models considered. The developed model can be adapted for 

deployment on mobile computing devices, paving the way for its practical 

implementation in agriculture and horticulture. 
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1. INTRODUCTION 

Agriculture remains an integral and vital part of the world economy. In some countries, agriculture 

generates a significant part of national income and jobs [1]. Approximately a quarter of the world's 

population is directly employed in agriculture. It is difficult to estimate the amount of labor and economic 

output that depends on or services agriculture [2]. 

One of the most important problems of agriculture around the world remains the damage caused as a 

result of certain plant diseases. Parasites and pests cause an average of up to 40% of crop losses in maize, 

potatoes, rice, soybeans and wheat worldwide. Plant diseases caused by bacteria, fungi, and viruses annually 

cost the world economy hundreds of billions of the United States dollars. Given the fact that approximately 

10% of the Earth's population suffers from hunger, the problem of crop loss has negative consequences for 

the entire world [3]. 

Typical representatives of globally distributed parasitic organisms, in particular fungal ones that 

affect the dews of agricultural crops, are the so-called rust fungi and powdery mildew fungi that cause 

diseases of the same name. Rust fungi are a global threat to crops, in particular, wheat. Stem and stripe rusts 

can cause up to 100% yield losses, while wheat leaf rust can cause up to 50% losses. Powdery mildew is also 
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one of the most serious fungal diseases in field and greenhouse cultivation of various agricultural crops, its 

infection can lead to serious yield losses [4], [5]. 

An important stage in the fight against such diseases is their timely detection. Because of this, the 

automatic detection of crop diseases based on artificial intelligence models, in particular deep learning, is 

gaining popularity, which leads to making the right decisions about control and minimizing crop loss. Such 

automation of plant disease detection can help reduce the amount of spent pesticides, reduce the cost of crop 

cultivation and promote healthy and sustainable development of agriculture. 

At the moment, there are models designed to solve a similar problem, namely, to detect a number of 

diseases in different crops. The accuracy of those similar systems discussed below varies from 70% to about 

85%. Thus, the system from work [6] allows to recognize powdery mildew with an accuracy of about 86%. 

In this work, attention is paid to the development of the neural network model and an automatic system for 

the most accurate detection of rust and powdery mildew fungi [6]–[9]. 

One of these models is given in article [6], where the authors use the well-known YOLOv5 

convolutional neural network (CNN) architecture to detect plant damage by various diseases, including 

powdery mildew and anthracnose. According to the testing results, the developed model achieved 

classification accuracy values of 70% in general; 86.5% and 86.8% for powdery mildew and anthracnose, 

respectively. 

Mishra et al. [7] proposed a system based on a convolutional neural network for detecting corn 

diseases based on images of the leaves of this crop. According to the test results, it reaches an accuracy of 

88%, which demonstrates the potential of this method. The presented corn disease recognition model is able 

to work on autonomous intelligent devices such as raspberry pi or smartphones and drones. 

The solution proposed in article [8] is aimed at identifying wheat diseases. The authors suggest 

using a model based on a two-dimensional convolutional bidirectional gated recurrent unit neural network. 

The authors compare the proposed model with traditional convolutional neural networks, concluding that it 

has a higher level of accuracy. The proposed model achieves a level of 74.3% classification accuracy. 

In the article [9], the author's model based on the region-based convolutional neural network (R-CNN) 

is proposed. The model is aimed at detecting diseases such as brown blight, blister blight and algal leaf spot 

affecting tea. The model detects diseases based on leaf images, with an average classification accuracy of 

69.79%. 

Mukherjee et al. [10] study the possibility of detecting 4 types of apple tree diseases by images of 

leaves. The authors used the well-known GoogLeNet model. During training, the model achieved a 

classification accuracy of 85.04%. 

As can be seen from the papers discussed above, a typical system for solving such a problem 

provides an accuracy of 70-85%. Given the enormous importance of agriculture in general and the huge 

potential losses due to plant damage not detected in time, it is appropriate to develop a system with greater 

accuracy. The creation of the author's architecture based on the basics of a convolutional neural network is 

described below. The proposed model is capable of solving the problem with a classification accuracy of 

about 90%. A comparison between the accuracy of the proposed model and the accuracy of the models 

discussed above will also be demonstrated below. 

 

 

2. THE PROPOSED METHOD FOR DETECTION OF FUNGAL DISEASES OF PLANTS FROM 

LEAF IMAGES BASED ON NEURAL NETWORKS 

A model and its software implementation of the system for automatic detection of fungal diseases of 

plants based on images of leaves was developed. The system consists of two components: a machine learning 

model based on a convolutional neural network and a user interface. The problems of preliminary processing 

of input data, development of model architecture, testing of its quality are considered. 

All images from the dataset [11] have already been reduced to the same size -4,000 by 2,672 pixels. 

However, building a neural network capable of processing images of such dimensions would require an 

unattainable amount of resources under the conditions of the development of this project. To solve this 

problem, all images from the dataset were reduced to a smaller size-500 by 250 pixels. In the future, all 

images entering the model input will be scaled to this dimension using the load_img function from the Keras 

library. An example of an image from the dataset [11], which has already been reduced to the given 

dimension, is shown in Figure 1.  

Since the model solves the problem of multinominal classification, that is, it determines whether the 

given image belongs to one of three classes: healthy, plant affected by powdery mildew, plant affected by 

rust, it is natural to use a cost function called categorical cross-entropy. This function can be used when the 

output attribute of each instance represents one of several categories [12]–[22]. At the same time, the 

machine learning model should output the probability of the ratio of the current instance to each of the 

classes. Categorical cross-entropy indicates high classification accuracy when the probabilities determined by 
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the model are maximally correlated with the real class to which the instance belongs [22]–[34]. The function 

is defined as (1): 

 

𝐿 =  − ∑ 𝑦𝑖 ∗ log 𝑝𝑖
𝑁
𝑖=1 , (1) 

 

where 𝑦𝑖 is the real value, 𝑝𝑖  is the value predicted by the model, 𝑁 is the number of classes.  

 

 

 
 

Figure 1. Processed image from [11] 

 

 

The basis of the developed system, a machine learning model for detecting plant damage by fungal 

diseases, is based on a multi-layer convolutional neural network of the author's architecture. This architecture 

received the conventional name “Fungus recognition”. Visually, the architecture of “Fungus recognition” is 

shown in Figure 2. It consists of an input layer that accepts color images with a size of 500 by 250 pixels; 

five pairs of convolutional and aggregation layers; one dropout layer; three fully connected layers; one output 

layer with the softmax activation function. 

 

 

 
 

Figure 2. “Fungus recognition” architecture. Input: input layer, Convolution: convolutional layers, 

MaxPooling2D: aggregation layers, Dropoup: dropout layer, Dense and Softmax: fully connected layers 
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In the developed neural network architecture, convolutional and aggregation pairs are used. 

Convolutional layers are used to find patterns in input data, and aggregation layers are used to reduce the 

dimensionality of data and extract useful information. The number and size of convolutional and aggregation 

layers used in “Fungus recognition” corresponds to the specifics of a specific task. As a rule, it is impossible 

to immediately identify the best configuration of such layers, and their effective adjustment is possible only 

as a result of a series of tests. In terms of the given task, it was empirically established that these settings lead 

to optimal results, i.e., to high values of the recognition accuracy of the “Fungus recognition” model. 

Adding a dropout layer in the proposed neural network architecture is used to solve the retraining 

problem. The parameter for this type of layer is the percentage of neurons that will be set to zero during each 

training epoch of the network. The value of 10% used in Fungus recognition was chosen empirically. It made 

it possible to achieve the best accuracy rates during model training. Schematic application of the method of 

reducing redundant neuroelements using dropout layers is shown in Figures 3(a) and 3(b). 

 

 

  
(a) (b) 

 

Figure 3. Graphical interpretation of the application of the method of reducing redundant neuroelements 

using dropout layers, (a) before their application, and (b) after their application) 

 

 

Using an output layer that consists of a number of neurons equal to the number of classes to which 

the instances can belong and has a softmax activation function is a typical solution for multinomial 

classification models. This layer is used to transform a vector of real numbers into a probability distribution, 

where each element of the vector represents the probability that the input instance belongs to a certain class. 

From a mathematical point of view, the softmax function takes as input a vector of real numbers and returns a 

vector of probabilities. Softmax is defined as (2): 

 

𝜎(𝑧)𝑖 =
𝑒𝑧𝑖

∑ 𝑒𝑧𝑘𝐾
𝑘=1

, (2) 

 

where 𝑧𝑖 is the 𝑖-th value of the input vector.  

Thus, in order to solve the problem of detection of plant lesions caused by fungal diseases, which is 

reduced to the formal problem of multinominal classification of digital color images, the “Fungus 

recognition” model was built based on a convolutional neural network. The model uses convolutional layers 

for finding patterns in input data, aggregation layers are used to reduce the dimensionality of data and extract 

useful information, and output layer based on softmax activation function and categorical cross-entropy cost 

function. A dropout layer was used to reduce the overfitting effect. 
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The “Fungus recognition” model was trained during 12 training epochs. The dataset [11] was used 

for training, the pre-processing of data from which is described above. The dataset contains 1,530 images 

divided into three classes: healthy plants, rust fungus damage, and powdery mildew fungus damage. The 

images are also divided into three sets: training, validation and test. The model was trained using the training 

set and validated using the validation set. The training results, including data on the value of the loss function 

and classification accuracy for each of the epochs, are shown in Figure 4. The data are also summarized in 

Table 1. After training, the model was saved and tested on a test set of data from the dataset [11]. The test 

results are as follows: the value of the loss function is 0.3608, the classification accuracy is more than 90%. 

 

 

 
 

Figure 4. Visualization of data on “Fungus recognition” training 

 

 

Table 1. Data on the results of the “Fungus recognition” training 
Epoch The value of the loss function Classification accuracy values on the validation data set 

1 1.1261 45.0% 

2 0.6928 66.7% 

3 0.6801 68.3% 
4 0.4967 81.7% 

5 0.5796 76.7% 

6 0.5110 85.0% 
7 0.5006 83.3% 

8 0.5444 83.3% 

9 0.4659 85.0% 
10 0.3007 93.3% 

11 0.4132 80.0% 

12 0.2084 91.7% 

 

 

3. RESULTS AND DISCUSSIONS 

This paper considers the development of a model for automatic detection of fungal diseases in plants 

using digital images of their leaves that is capable of achieving a classification accuracy of 90% or higher. 

Existing similar models have recognition accuracy in the average range of 70-85%. Increasing the level of 

recognition accuracy is important for better practical use of the model in agriculture. 

The proposed model is based on “Fungus recognition” architecture based on convolutional neural 

network. The model utilizes known techniques to reduce the effect of overtraining. Thus, the developed 

model achieves a classification accuracy of more than 90% based on the results of 12 training epochs.  
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Table 2 summarizes information about the developed model “Fungus recognition”, as well as models from 

the literature that solve similar problems. “Fungus recognition” is ahead of other models in classification 

accuracy, while being able to distinguish between healthy plants, plants affected by rust fungi and plants 

affected by powdery mildew fungi. The developed model is also quite simple, namely, it consists of only five 

pairs of convolutional and aggregation layers and 4 fully connected layers. This allows instant classification 

results on modern portable computing devices, making the model practically useful. 

The used dataset contains only 1,530 images divided into 3 classes, which significantly limits the 

model training capabilities. It is known that one of the most effective ways to improve model accuracy and 

reduce the effect of overtraining is to increase the training sample of data. To further improve the results of 

the “Fungus recognition” architecture, the best strategy would be to create a model based on a new dataset, 

with a number of samples that significantly exceeds the size of the current dataset. 

 

 

Table 2. Comparison of “Fungus recognition” with similar models 
Model The method used Classification accuracy 

Fungus recognition CNN 90% 

Corn plant disease recognition [7] NN 88% 

GoogleNet [10] CNN 85% 
2D-CNN-BidGRU [8] Bidirectional RNN 74% 

YOLOv5 [6] CNN 70% 

Faster R-CNN [9] R-CNN 70% 

 

 

4. CONCLUSIONS  

The problem of detection of plant damage by fungal diseases was considered. Machine learning 

models that solve similar problems were analyzed. It was concluded that it is appropriate to develop a model 

for detecting plant damage by fungal diseases based on a convolutional neural network. 

The “Fungus recognition” model was developed, which consists of an input layer accepting color 

images of 500 by 250 pixels, five pairs of convolutional and aggregation layers, one dropout layer, three fully 

connected layers, and one output layer with softmax activation function. The developed model was trained 

and tested on a publicly available dataset. The model showed a classification accuracy level of 90% on the 

test data set. According to this indicator, it was ahead of the similar solutions discussed above, which justifies 

its innovativeness and feasibility of use in practice. 
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