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 Recommendation systems are often implemented in e-commerce and micro, 

small, and medium enterprises (MSMEs) marketplaces to improve consumer 

services by providing product recommendations according to their interests. 

However, it still faces problems, namely sparsity and cold start, thus 

affecting the quality of recommendations. This research proposes clustering 

and imputation techniques to overcome this problem. The clustering 

technique used is k-means, while the missing value imputation method uses 

average values. The imputation results are then implemented in the k-nearest 

neighbor (KNN) and naïve Bayes algorithms and evaluated based on 

performance accuracy. Experimental results show an increase in accuracy of 

16.48% in the KNN algorithm from 83.52% to 100%. Meanwhile, the naïve 

Bayes algorithm increased accuracy by 35.30% from 64.70% to 100%. 
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1. INTRODUCTION 

Internet and mobile technology make it easy for users to access information anytime and anywhere. 

This also influences people's lifestyles, which are more intense in carrying out online activities, from 

accessing social media, e-commerce, and various other applications [1]. The same thing also happens to 

companies that change the way they do business; many companies utilize internet technology to provide 

services and market their products online. Online marketing will open up wider opportunities in terms of 

market reach, not only local, national, even international without being constrained by time and space. In 

addition, digital and social marketing offers significant opportunities in the form of lower costs for 

marketing, increasing brand awareness and increasing sales [2]. 

Digital media and social media have become important and integral components of a business 

marketing plan for a company [3]. With this media, companies will connect with customers, thereby 

increasing awareness of their brand, influencing consumer attitudes, getting feedback from consumers, and 

helping increase sales. Likewise with the marketplace which will connect many entrepreneurs and 

consumers, including micro, small, and medium enterprises (MSMEs). MSMEs are important for a country, 

because MSMEs are very capable of playing a role in encouraging regional economic growth and improving 

community welfare [4], [5]. In this case, many countries are digitizing MSMEs, including in Indonesia. There 

are many MSMEs marketplaces have emerged. 

https://creativecommons.org/licenses/by-sa/4.0/
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As the marketplace develops, the number of companies or MSMEs that join, the number of products 

and the number of transactions increases. This has an impact on the length of time it takes for customers to 

choose a product that suits their interests, because there are so many products on offer. Meanwhile, 

companies have difficulty recommending products that suit customer interests. Based on these problems, one 

solution that can be implemented is to implement a recommendation system. 

Recommendation systems are efficient tools in filtering widely distributed information, changes in 

computer usage habits, personalization trends, and the emergence of internet access. The recommendation 

system has received a lot of attention recently, because it is able to direct various things to users effectively. 

The goals of implementing a recommendation system include increasing the number of sales, recommending 

to friends, increasing user satisfaction, increasing company revenue, and others [6]. A superior 

recommendation system is able to provide precise recommendations, but faces problems in the form of 

scalability, sparsity, and cold start [7]. Scalability is a condition where the system fails when the data 

increases in the number of items/users and is unable to provide recommendations with a reasonable response 

time. This is because the data dimensions are high or the data is very large in size, so it takes a lot of time to 

calculate the correlation between each pair of users or pairs of items [6]. Sparsity occurs because the rating 

matrix is very sparse, because very few users give ratings to the items they buy or view [6]. Cold start occurs 

when there are new users or new products, so the user's interests are not yet known [8].  

Much research has been done to solve this problem, Xiong et al. [9] proposing k-means clustering 

and missing value prediction using the similarity algorithm. Rodpysh et al. [10] proposed multi-level singular 

value decomposition to solve cold start and sparsity problems. Hawashin et al. [11] used machine learning 

and user interest techniques to overcome the cold start problem. Meanwhile, in this study we propose a 

clustering approach and imputation techniques to solve sparsity and cold start problems. The cluster 

algorithm used is k-means, while the imputation technique uses the average value, and continues with testing 

using the k-nearest neighbor (KNN) and naïve Bayes algorithms. 

 

 

2. RESEARCH METHOD 

2.1.  Collaborative filtering 

Collaborative filtering is a recommendation technique that uses rating information from other users 

to produce recommendation suggestions [12]. This approach assumes that user preferences for products tend 

to remain constant over time, especially with users who have similar preferences. The use of collaborative 

filtering has proven to be very effective. In this algorithm, preference data can be grouped based on similarity 

of preferences, thereby enabling better decision making. The advantages of collaborative filtering include its 

ability to deal with content that is difficult to analyze.  

Collaborative filtering operates by collecting and analyzing large amounts of data that reflect a user's 

activity, preferences, and ratings of an item. Then, based on the similarity of items selected by other users, 

the method projects recommendations for different items [13]. There are two main shortcomings in 

Collaborative Filtering, namely sparsity and scalability [14]. Sparsity arises when users provide few ratings, 

while scalability arises when the amount of data that needs to be searched for similarities is large enough. 

 

2.2.  Cold start 

Cold start is a situation when the system faces challenges in providing recommendations for new 

items or users who do not yet have sufficient history or data in the system [15]. In cold start conditions for 

new users, the system still needs to have a history of the new user's interest direction because there is no 

rating data provided for existing products. So, it is difficult to provide product recommendations that suit the 

interests of new users. The same thing also happens to new items, where the user gives no rating to the item. 

This condition will result in the item not having the opportunity to be recommended to users. 

 

2.3.  Sparsity 

Sparsity problems arise when new users enter the system, because information about these new 

users is still very limited. Evaluation results tend to be uninformative and tend to produce recommendations 

that are less relevant [16]. For example, new users may not be able to receive movie recommendations 

because no other users in the system have similar preferences to them. This study was done by following the 

steps as shown in Figure 1, starting with a literature study, namely looking for various references related to 

this research. The next step is data collection by taking public data from Grouplens. She was followed by 

data preprocessing, namely, taking the attributes needed in this research. After the data is preprocessed, the 

data is then clustered as labels and the basis for carrying out imputation. The imputation results are then 

implemented in the KNN and naïve Bayes algorithms and evaluated based on performance accuracy. These 

stages can be described in detail as follows. 
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Figure 1. Research stages 

 

 

2.3.1. Literature study  

The first stage was to conduct a literature study to look for references from various sources such as 

books, the internet, journal articles and proceedings. The previous study was used as a guide in conducting 

this study. The method in this study involved data mining techniques, especially clustering and classification. 

The used algorithms are the k-means, KNN, and naïve Bayes. 

 

2.3.2. Data collection 

In this experimental study, MovieLens data was used it represented the character of data in the 

MSMEs marketplace to inform users, products and ratings. The MovieLens dataset was available on the 

website https://grouplens.org/datasets/movielens/100k/. This dataset consisted of 100,000 ratings on a scale 

ranging from 1-5, given by 943 users for 1,682 films. Each user provided ratings for at least 20 films, and the 

dataset also included demographic information such as the user's age, gender, occupation, and zip code. This 

dataset contained sparsity with 93.7%. 

 

2.3.3. Data preprocessing 

In this step, it was important to normalize the attributes with a specified scale in order to obtain 

optimal data mining results. In this context, the values in the age, gender and occupation columns were able 

to be transformed. In addition, abnormal data for outliers in the age column were removed to obtain higher 

quality data. In this case, age data is deleted if the value is below 10 and above 60. The data distribution can 

be seen in Figure 2. 

 

2.3.4. Clustering k-means 

After the data processing process was complete, this study was continued by applying the k-means 

algorithm to group data based on user demographic information based on the attributes age, gender and 
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occupation. A number of techniques to be applied in determining the number of clusters are considered 

appropriate in the k-means algorithm include the silhouette method [17], sum of squared errors (SSE), elbow 

method [18], and Davies Bouldin index (DBI) [19]. In this study, the Davies-Bouldin Index is used to 

determine the optimal number of clusters. The use of DBI involved the optimization of the distance between 

clusters. It was used to minimize the distance between points within a cluster. If the distance between clusters 

was large, it indicated that the differences in characteristics between clusters were more clearly visible. It was 

because the similarity between clusters was lower. On the other hand, if the distance between clusters was 

small, this indicated that the objects in a cluster had a high level of similarity [20]. Evaluation of clustering 

results was done by determining the centroid and measuring it using the Davies Bouldin index (DBI) method. 

In this case, the optimal K was 4 clusters. 

K-means clustering: The clustering algorithm is a technique used to group data into a number of 

groups (clusters), where k must be greater than or equal to 2. In this process, objects with a high level of 

similarity will be placed in the same cluster while increasing the distance from objects contained in other 

clusters [21]. Generally, the cluster method is used at an early stage to find user group profiles with a high 

degree of similarity. The user group profiles formed can function as preferences and have the potential to 

reduce the time required in the recommendation creation process [22]. Among the various cluster techniques 

available, the k-means method is the most frequently used because it uses a simple formula and the iteration 

process takes place quickly [23]. Distance calculation using Euclidean distance in k-means is shown in (1). 

 

𝐷(𝑥𝑖 , 𝑐𝑗) =  √∑ (𝑥𝑖 − 𝑐𝑗
𝑁
𝑖=1 )2  (1) 

 

where 𝐷(𝑖, 𝑗) is distance of data 𝑖 to cluster center 𝑗, 𝑥𝑖  is data to 𝑖 on data attribute to 𝑘, and 𝑒𝑗 is enter point 

to 𝑘 on attribute to 𝑘. 

 

 

 
 

Figure 2. Data outliers in the age column 

 

 

2.3.5. Imputation 

The imputation process is filling in missing or empty data with specific values. In this study, the 

average function is used to replace empty rating values. The imputation process is carried out on each cluster; 

in this case, there are 4 clusters. The imputation process is carried out on each cluster with the aim of 

obtaining imputed values according to the character of the cluster. 

 

2.3.6. K-nearest neighbors dan naïve Bayes 

The testing stage was carried out to determine the influence of the imputation results on the quality 

of the recommendations produced. Testing was carried out by implementing the KNN and naive Bayes 

algorithms. Meanwhile, to measure the performance of the two algorithms, K-fold cross validation is used, 

namely by dividing the data into training data and testing data. 
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a. K-nearest neighbor (KNN) 

The KNN algorithm is an algorithm that uses an easy similarity formula such as Euclidean distance, 

but has the ability to solve classification problems. The advantage of the KNN method is its ability to provide 

recommendations quickly and accurately with high quality. KNN generally utilizes two basic formulas that 

can be used to measure the similarity between training data and test data, namely Euclidean distance and 

cosine similarity [24]. Several researchers have tried to overcome the problem of data sparsity through a 

series of experiments [21]–[23], [25]. one of them is by applying the KNN algorithm. The distance 

calculation in the KNN algorithm is shown in (2). 

 

𝐷𝑖𝑠𝑡(𝑥1, 𝑥2) =  √∑ (𝑥1𝑖 − 𝑥2𝑖
𝑛
𝑖=1 )2  (2) 

 

where 𝐷𝑖𝑠𝑡(𝑥1, 𝑥2) is distance, 𝑥1𝑖 is first data value, and 𝑥2𝑖 is second data value. 

b. Naïve Bayes 

Naïve Bayes classifier is a Bayesian learning algorithm that has optimal speed and simplicity. This 

algorithm is based on Bayes' theorem, which produces a classifier by utilizing probability. The Bayesian 

approach is a statistical method used to predict certain parameters [26]. Naïve Bayes can be used to predict 

the probability of membership in a class [27], and is able to achieve a high level of accuracy with efficient 

time performance when applied to large databases. Calculations using the naïve Bayes algorithm are shown 

in (3). 

 

𝑃(𝐻|𝑋) =  
𝑃(𝐻|𝑋)𝑃(𝐻)

𝑃(𝑋)
  (3) 

 

where X is unknown classified data, H is data hypothesis X in a class, 𝑃(𝐻|𝑋) is hypothesis probability 𝐻 on 

𝑋 condition, 𝑃(𝐻) is hypothesis probability 𝐻, 𝑃(𝑋|𝐻) is probability 𝑋 on 𝐻 condition, and P(X) is 

probability X. 

 

2.3.7. Evaluation 

The evaluation was done by checking the level of accuracy to ensure that the results obtained reach 

a satisfactory level of quality. In this study, the evaluation used cross fold validation. It was used to assess 

models or algorithms and divide the data into training data and testing data [28]. This technique was often 

adopted in this study because it was proven to reduce bias in sampling. K-fold cross validation continuously 

divides data into training data and test data. It provided each data the opportunity to become test data. K in 

this context referred to the number of multiples used for the division between training data and test data, this 

study uses K=10 [29], [30]. 

 

 

3. RESULTS AND DISCUSSION 

This study used clustering and imputation techniques to overcome cold start and sparsity problems. 

Clustering was done using the k-means algorithm on user data based on demographic information such as 

age, gender, and occupation. The cluster results were subjected to imputation to replace the empty values. 

Moreover, it was also used as a label. Moreover, a comparison was made of the evaluation results of 

implementing the KNN and naïve Bayes classification algorithms. The tool in this study used RapidMiner. It 

started with reading the data and removing data outliers to become normalized the data. Then, the next step 

was doing the best number of clusters. The data cleaning model and determining the number of clusters was 

seen in Figure 3. Meanwhile, the value result of Davies Bouldin Index test was seen in Table 1. 

After the clustering test was done, the number of clusters was determined based on the DBI value. It 

stated that the optimal K value was the smallest value and close to 0. Based on Table 1, the best number of 

clusters was 4. It was because the DBI value showed the smallest. Based on this, it implemented the k-means 

algorithm by setting the value k=4. 

The next step was to test with the KNN and naïve Bayes algorithms. The first scenario was done on 

data without imputation. The data was first labeled based on clusters, namely cluster 0-3, and continued 

processing with the KNN algorithm, and evaluated using cross fold validation to determine its accuracy. For 

more details, the test model using the KNN algorithm was seen in Figure 4. 

The second scenario for imputation is carried out on each cluster. Imputation is carried out on 

clusters 0 to 3. This is done to obtain imputation values that represent the characteristics of each cluster. The 

next step is to evaluate the imputation model as in Figures 5(a) and 5(b). Figure 5(a) shows the imputation 

model by replacing data with the imputation technique, namely the average function. Meanwhile, Figure 5(b) 

shows the evaluation model for imputation results by implementing the KNN algorithm. 
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Similar steps were also taken by implementing the naïve Bayes algorithm. It was done to see the 

effect of imputation on increasing accuracy in several algorithms. In this case, the KNN and naïve Bayes 

algorithms were done. Based on experimental results for performance testing, it showed an increase in 

accuracy. Accuracy results were seen in Table 2. 

 

 

 
 

Figure 3. Data cleaning and determining the number of clusters 

 

 

Table 1. The value results of DBI test 
No Cluster DBI 

1 2 0.803 

2 3 0.846 

3 4 0.788 
4 5 0.855 

 

 

 
 

 
 

Figure 4. The testing model using the KNN algorithm 
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(a) 

 

 

 
(b) 

 

Figure 5. The evaluate the imputation model: (a) Imputation model and (b) the testing model using the KNN 

algorithm on data imputation 

 

 

Table 2 showed that the accuracy value of the KNN algorithm without imputation was 83.53% and 

after imputation it showed an increase in accuracy to 100%. A similar thing also happened with the naïve 

Bayes algorithm. The accuracy value increased from 64.70% to 100%. It showed that imputation solved the 

sparsity problem. Besides, it also solved the cold start problem for new items. Previously, it had a minimal or 

no rating. Thus, there was a rating to be used as a reference in providing recommendations. 

 

 

Table 2. The comparison of accuracy results using KNN and naïve Bayes 

No Status 
Performance Accuracy 

KNN Naïve Bayes 

1 Without imputation 83.52% 64.70% 

2 Imputation  100% 100% 

 

 

5. CONCLUSION 

Recommendation systems are an effective way to improve services in e-commerce and marketplaces 

by providing personalized service. However, it faces problems, namely cold start and sparsity, which affects 

the quality of the recommendations produced. Based on this, this research proposes clustering and imputation 

techniques, namely the k-means algorithm and the missing value average imputation method. The results of 

the imputation are then implemented in the KNN and naïve Bayes algorithms and evaluated using accuracy 

performance. The experimental results showed an increase in accuracy after imputation of 16.48% on the 

KNN algorithm from 83.52% to 100%. Meanwhile, the naïve Bayes algorithm increased accuracy by 35.30% 

from 64.70% to 100%. It stated that clustering and imputation techniques solved sparsity and cold start 

problems that often occurred in recommendation systems. It was widely used in e-commerce and 

marketplaces, including MSMEs marketplaces. 
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