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 Malaria is a significant global health issue, responsible for the highest rates 

of morbidity and mortality globally. This paper introduces a very effective 

and precise convolutional neural network (CNN) method that employs 

advanced deep learning techniques to automate the detection of malaria in 

images of red blood cells (RBC). Furthermore, we present an emerging and 

efficient deep learning method for differentiating between cells infected with 

malaria and those that are not infected. To thoroughly evaluate the efficiency 

of our approach, we do a meticulous assessment that involves comparing 

different deep learning models, such as ResNet-50, MobileNet-v2, and 

Inception-v3, within the domain of malaria detection. Additionally, we 

conduct a thorough comparison of our proposed approach with current 

automated methods for malaria identification. An examination of the most 

current techniques reveals differences in performance metrics, such as 

accuracy, specificity, sensitivity, and F1 score, for diagnosing malaria. 

Moreover, compared to existing models for malaria detection, our method is 

the most successful, achieving an accurate score of 1.00 in all statistical 

matrices, confirming its promise as a highly efficient tool for automating 

malaria detection. 
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1. INTRODUCTION 

Malaria, an affliction initiated by a minuscule parasitic organism, is transmitted to humans through 

the piercing bites of infected female mosquitoes. Once within the human host, these parasitic invaders breach 

the integrity of red blood cells (RBCs), perpetuating their replication within other cellular sanctuaries. The 

consequence of this parasitic attack is a debilitating disease characterized by high fever, throbbing headaches, 

muscular agony, and profound fatigue, which makes the patient profoundly ill [1]. Alarming statistics from 

the World Health Organization (WHO) underscore the global impact of malaria, with 438,000 lives lost to its 

ravages in 2015, a number that grew to 620,000 casualties in 2017 [2]. Annually, 300-500 million people 

face the affliction. In the year 2022 alone, alarming 247 million cases of malaria were reported [3]. 

The primary approach to traditional diagnostic methods relies heavily on the use of light microscopy 

to confront this formidable adversary. The methodology entails a comprehensive analysis of blood films, 

which aids in the identification of the disease and the precise classification of the parasite species [4]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Additionally, implementing appropriate diagnostic protocols has become essential to promptly determine the 

existence of parasites. Tests frequently provide a recorded rate of false positives less than 10%. The initial 

efficacy of these tests in detecting the presence of parasites is commendable; however, their precision is 

dependent on the caliber of the test product and the distinct attributes of the targeted parasite [5]. In the 

context of malaria evaluation, applying light microscopy involves a rigorous protocol that involves 

intentionally placing a small blood sample on a meticulously prepared glass slide. The blood sample is 

subsequently subjected to Giemsa staining solution, enhancing the detectability of parasites within 

erythrocytes. 

Every year, countless blood smear films undergo a painstaking manual examination performed by 

experienced pathologists. This effort requires a great amount of human resources and economic investments 

in the pursuit of malaria diagnosis. The crux of this arduous process is the precision of the quantification of 

parasites within these blood films, a critical determinant for accurate diagnosis and severity assessment of the 

disease [6]. A glaring consequence of the imprecise diagnosis is the prescription of antibiotics when malaria 

is absent in the patient. Such an accidental course of action precipitates unnecessary discomfort, ranging from 

abdominal pain to nausea, for the afflicted individual [7].  

In the domain of malaria diagnostics, a significant challenge emerges that demands robustness 

characterized by increased sensitivity to detect parasites across all stages of the malaria life cycle. This 

imperative seeks to minimize the risk of false negatives in diagnostic outcomes. In addition, an expedited and 

cost-effective diagnosis is of particular importance, especially in endemic regions where the shortage of 

expert pathologists amplifies the already colossal workload associated with blood film screening. In this 

context, automated malaria detection methods are of paramount importance. These methods, marked by their 

speed, cost-efficiency, and precision, are a beacon of hope for many patients seeking a timely and precise 

diagnosis [8]. 

Current methods to automate malaria detection use complex image processing techniques that 

depend on carefully designed features such as form, color, intensity, size and texture. Various segmentation 

techniques are applied to microscopic pictures to isolate red blood cells in multiple procedures. Subsequently, 

these characteristics are used to classify segmented images into two discrete categories: infected and non-

infected [9]. A diversified range of methodologies, based on the historical literature, encompasses a wide 

range of methods for partitioning, identifying characteristics, and classifying malaria diagnoses [10]–[14]. 

When completing an extensive review of conventional and contemporary methodologies used in the 

detection of malaria, it becomes apparent that a notable trade-off exists between the accuracy of these 

approaches and the computational complexity of the models. The balance between precision and computing 

requirements is critical in malaria detection techniques [15]. 

Recently, there has been a notable increase in the application of deep learning (DL) methods for the 

automation of malaria diagnosis, resulting in remarkable detection rates. One distinguishing characteristic of 

DL models is their ability to eliminate the requirement for manually designed features. On the contrary, these 

models utilize their latent layers to independently extract characteristics by thoroughly examining the 

available data [16], [17]. The efficiency of DL models hinges on the availability of substantial data sets for 

training models, a prerequisite for enhancing model accuracy. However, medical applications, such as 

malaria identification, frequently grapple with the inherent challenge of limited datasets. This is mainly due 

to the difficulties involved in collecting annotated data. Successfully executing this procedure requires active 

involvement and specialized knowledge of pathologists, who may not be easily accessible [18], [19]. To 

tackle the issue of limited data availability, recent progress has included image augmentation methods in DL 

models, thereby promoting enhanced generalization and alleviating the problem of overfitting. Image 

augmentation is a technique employed in data preprocessing to increase the size of a dataset by generating 

multiple variations of the original images. This is achieved by applying various transformations, including 

but not limited to rotation, shear, and translation. The process of increasing the data facilitates the 

achievement of enhanced accuracy in models [20], [21].  

This study aims to evaluate the effectiveness of different well-established DL models in the specific 

setting of malaria detection using microscopic images of blood samples. Furthermore, we introduce an 

innovative and practical DL approach to distinguish between malaria-infected cells and uninfected ones. The 

fundamental basis of this innovation is grounded in a tailored algorithm that utilizes a convolutional neural 

network (CNN). The methodology described in this study uses bilateral filtering to improve image quality. 

Additionally, image augmentation techniques are incorporated to increase the generalization capabilities of 

the model. The architecture of our model consists of a simplified CNN that includes five convolutional and 

pooling layers. A comprehensive assessment of this particular methodology is performed using a malaria 

benchmark dataset, and the results are carefully compared with those of current similar approaches. The 

comparative assessment demonstrates the exceptional efficacy of our proposed solution, consistently 

exceeding its counterparts. 
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The remainder of this paper unfolds as follows: section 2 provides a comprehensive exposition of 

our proposed deep learning model in conjunction with a variety of transfer learning models employed for 

comparison. Section 3 is dedicated to assessing the performance of our proposed model alongside a 

comparative analysis of various deep learning models. Finally, in section 4, we conclude our investigation, 

summarizing our findings and their implications, and articulating potential directions for future work in this 

domain. 

 

 

2. MATERIALS AND METHODS 

This section analyzes the technical aspects of our research, including key parts such as a clear 

description of the dataset, a detailed analysis of preprocessing methods, and a comprehensive explanation of 

the architecture we have developed, along with its essential components. To perform an in-depth and 

accurate assessment, a wide range of deep learning algorithms that are well known for their effectiveness in 

image processing, such as the residual neural network (ResNet50) [22], Inception-v3 [23], and MobileNet-v2 

[24], have been carefully selected and will be thoroughly examined. 
 

2.1.  Proposed deep learning model 

This part introduces a custom neural architecture explicitly created for the detection of malaria using 

microscopic thin blood smear pictures. Three steps make up the methodology: feature extraction, 

classification, and data pre-processing. Figure 1 shows the DL model suggested for the architectural layout 

for malaria detection. Before delving into the intricacies of our proposed DL model, we embark on a two-fold 

journey: acquiring and exploring the dataset. Subsequently, we initiate a data preprocessing step, a pivotal 

endeavor to enhance the overall quality of the images. This preparatory phase serves as the foundation for our 

subsequent analysis. 

 

 

 
 

Figure 1. A block diagram illustrating the model suggested for the detection of malaria 

 

 

2.1.1. Description of the dataset 

The data set utilized in this investigation is the publicly available National Institute of Health (NIH) 

Malaria dataset [25], which comprises a complete collection of 27,558 cellular photographs. The collection 

has been carefully and systematically balanced, containing 13,779 images representing parasitized cells and 

an equivalent number of images showcasing uninfected cells. The images in Figure 2 depict segmented 

images of red blood cells acquired from the NIH Malaria dataset, illustrating examples of parasitized and 

uninfected cells.  

 

2.1.2. Data pre-processing 

Medical images are often affected by noise contamination during acquisition, caused by factors such 

as camera angles, microscope positions, and other variables. This noise can hinder the visibility of critical 
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data, particularly intricate details about parasites' appearance [14]. Conventional blurring methods, such as 

averaging filters, often reduce noise by applying a smoothing effect to the image. However, this can 

unintentionally obscure and diminish the intricate details crucial to the medical diagnosis. In order to tackle 

this issue, we utilize the bilateral filter, a more sophisticated method for reducing noise. The bilateral filter 

differs from traditional blurring methods by considering the spatial proximity of pixels to the filter center and 

variations in pixel intensity when determining the weights. This enables efficient noise reduction while 

maintaining intricate structural characteristics such as parasite features. Previous studies have shown that the 

bilateral filter successfully maintains structural details in medical images [26], [27]. This optimized method 

reduces the interference of unwanted signals while preserving the essential intricate information necessary 

for a precise diagnosis. 

 

 

 
 

Figure 2. Images of uninfected and parasitized RBCs 

 

 

The bilateral filter is used to reduce noise in medical pictures. This filter applies a weighted average 

of surrounding pixels to replace the intensity of each pixel. The weighted average considers spatial proximity 

(1) and similarity in intensity (2). The application of this weighting technique guarantees the reduction of 

noise while maintaining essential structural elements intact. The range kernel, represented by (2), measures 

the similarity of intensities using the Euclidean distance and a selected standard deviation, as described in (3). 

Every filtered image is uniformly downsized to dimensions of 125×125 to provide consistent processing by 

subsequent DL models. 

 

𝐼𝑚(𝑖, 𝑗) =  
1

𝑁
 ∑ [𝐼𝑚(𝑖 + 𝑥, 𝑗 + 𝑦)𝑔𝑟(||𝐼𝑚(𝑖 + 𝑥, 𝑗 + 𝑦) − 𝐼𝑚(𝑖, 𝑗)||)𝑔𝑠(||𝑥||, ||𝑦||)]−𝑑≤𝑥,𝑦≤𝑑  (1) 

 

𝑔𝑟  (𝑥) =  𝑒𝑥𝑝
−
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2𝜎𝑟
2
 (2) 

 

𝑔𝑠 (𝑙, 𝑚) =  𝑒𝑥𝑝
−

(𝑙2+𝑚2)

2𝜎𝑠
2

 (3) 

 

The NIH malaria dataset is balanced, with 13,779 pictures of both infected and parasitized cells. 

Before performing any data augmentation, we carefully divide these data into separate subgroups for training, 

testing, and validation. 70% is used for training, 10% for validation, and 20% is used to evaluate the 

performance and generalization of the learned model, thus removing it from training. This careful distribution 

guarantees a thorough assessment of our deep learning models. Table 1 provides a comprehensive and 

precise overview of the unique partition details of the dataset. 

 

 

Table 1. Partition of data sets into training, testing, and validation datasets 
Partition Parasitized Uninfected 

Training 9647 9647 
Validation 1378 1378 

Testing 2754 2754 
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To overcome the potential constraints of insufficient data in the analysis of malaria cell images, we 

expanded our dataset by using the Keras ImageDataGenerator module (https://keras.io/, retrieved on 27 June 

2023). This method incorporated deliberate variation and variability by implementing actions such as 

resizing, zooming (0.1x), rotation (25 degrees), shearing (0.05x), flipping (horizontally), and translation (0.1x 

in width and height). The augmentation improved the generalizability of the model and decreased the 

likelihood of overfitting [28]. 

 

2.1.3. Architecture of the proposed deep learning model 

We present an improved convolutional neural network (CNN) model designed specifically for the 

classification of images showing infected and uninfected red blood cells (RBCs) to improve malaria 

detection. This model is optimized to process input images with dimensions of 125×125×3. Figure 3 

illustrates the architectural design of our proposed CNN model. The system consists of five convolutional 

layers, five max-pooling layers, and two fully connected layers. A careful layer arrangement seeks to 

successfully address the complications inherent in malaria diagnosis. The model employs a 3×3 kernel size 

and a rectified linear unit (ReLU) activation function in all convolutional layers. It gradually increases the 

number of filters to 32, 64, 128, 256, and 300, respectively. The input for the subsequent fully connected 

(FC) layers is derived from the output of the fifth pooling layer. At each FC layer, a 0.5 rate dropout 

mechanism is used to alleviate overfitting. The output of the fully connected layer is sent to a sigmoid 

classifier, which is essential for classification. The training phase utilizes predetermined hyperparameters, 

such as a batch size of 64 over the course of 50 epochs. Using the adaptive moment estimation (ADAM) 

optimizer [29], binary cross-entropy loss, and a dropout ratio of 0.5 help with regularization, in line with 

accepted suggestions for mitigating overfitting and enhancing the model's capacity to generalize. The 

strategic arrangement and configuration of this layer and filter greatly enhance the efficacy of the model in 

accurately detecting malaria. 

 

 

 
 

Figure 3. The architecture of the proposed DL model 

 
 

2.1.4. Details Implementation 

The experiments were carried out on Google Collaboratory, utilizing a graphics processing unit 

(GPU) runtime infrastructure with 12 GB of random-access memory (RAM) and 512 GB of solid-state drive 

(SSD) capacity. Python 3.6, with Keras within TensorFlow, enabled the implementation of the ML models. 

The architectural designs for the CNN-based transfer learning models were obtained from publicly available 

internet resources. The designs were then adjusted and optimized using specified hyperparameters. The 

parameters used were batch sizes ranging from 32 to 64, learning rates ranging from 1×10-4 to 1×10-5,  

50 epochs of training, and ADAM optimizers [29]. 

 

2.2.  Transfer learning models 

The outstanding ability of CNNs in image categorization has been widely recognized due to its 

numerous hidden layers and vast parameter base. These networks have a high level of proficiency in 

detecting spatial patterns in images, while also showing the ability to remain invariant to translation and 

effectively identify complex visual characteristics [30]. Prominent CNN-based transfer learning designs such 

as ResNet [31], Inception [32], and MobileNet [33] have gained significant recognition for their exceptional 

performance in the ImageNet large-scale visual recognition challenge (ILSVRC). However, it is crucial to 

recognize that developing a network architecture is time-consuming and precise, requiring significant 

dedication and exertion. A wide range of architectural blueprints have been carefully designed to address the 

complexities of specific challenges. The summary of the networks is presented in Table 2.  
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Table 2. Summary of ResNet, Inception, and MobileNet 
Model Architecture Key Focus Significant variants 

ResNet Deep, layered CNN Utilize identity skip connections as a means to 
address the issue of vanishing gradients 

ResNet-152, ResNet-101, 
ResNet-50 

Inception Multi-layer CNN including 

inception modules 

Various convolutional operations with filters of 

different sizes 

Inception-v1, Inception-v2, 

Inception-v3 
MobileNet Optimized CNN including 

dense blocks 

Network parameters are reduced using dense 

blocks 

MobileNet-v1, MobileNet-v2 

 

 

3. EXPERIMENTAL RESULTS AND EVALUATIONS 

This section entails a detailed comparison analysis, where we evaluate the efficacy of our proposed 

methodology with respect to established algorithms for malaria identification. This comparative assessment 

examines various statistical indicators, providing a comprehensive understanding of the advantages and 

disadvantages associated with each methodology. 

 

3.1.  Performance evaluation and comparison 

The evaluation process in binary deep learning models is based on the use of a confusion matrix, a 

comprehensive tool to encapsulate prediction results when tested against labelled data. The outcome of this 

rigorous evaluation process is vividly presented as confusion matrices for each model, namely MobileNet-v2, 

Inception-v3, ResNet50, and the proposed CNN, as visually depicted in Figures 4 through Figure 7. A close 

examination of these confusion matrices reveals a compelling performance of the proposed CNN, which 

emerges as the frontrunner, boasting the highest accuracy rate and an impressive 100%. This underscores the 

effectiveness and superiority of the proposed CNN model in achieving outstanding results in the context of 

malaria detection. The performance of the constructed models was evaluated using various statistical 

measures, including specificity, sensitivity, precision, accuracy, and F1-Score, as represented by (4)-(8) 

correspondingly. 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (4) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (5) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (6) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+ 𝑇𝑁+𝐹𝑃 + 𝐹𝑁
 (7) 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 × 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
 (8) 

 

 

  

  

Figure 4. Confusion matrix of MobileNet-v2 Figure 5. Confusion matrix of Inception-v3 
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Figure 6. Confusion matrix of ResNet-50 Figure 7. Confusion matrix of the proposed CNN 

 

 

Performance measures thoroughly evaluate the ability of the model to detect malaria accurately. The 

results, presented in Table 3, demonstrate the superiority of the proposed CNN framework, outperforming 

previous transfer learning models. This technique achieves the highest result in all evaluation metrics, 

highlighting its outstanding effectiveness. The success of the suggested model was significantly impacted by 

its emphasis on architectural design and preprocessing approaches used with the dataset. The design included 

five convolutional and max-pooling layers, two fully connected layers, a kernel size of 3×3, an activation 

function of ReLU, and specific filter configurations. Employing preprocessing techniques such as bilateral 

filtering and data augmentation improved image quality and data set durability. The complex architecture, the 

presence of 2×2 max pooling layers, and the inclusion of 0.5 dropouts in the fully connected layers all helped 

to facilitate intricate pattern recognition. 

 

 

Table 3. Performance comparison between the proposed and other DL models 
Model Precision Accuracy Specificity Sensitivity F1 Score 

Inception-v3 0.82 0.80 0.88 0.80 0.80 
MobileNet-v2 0.94 0.94 0.96 0.94 0.94 

ResNet-50 0.98 0.97 0.99 0.97 0.97 
Proposed 1.00 1.00 1.00 1.00 1.00 

 

 

To obtain an optimized computational efficiency of uniform 3×3 convolution filters, it is necessary 

to fine-tune hyperparameters such as learning rates, dropout ratios, and batch sizes while ensuring excellent 

performance. The balanced sensitivity and specificity of the model demonstrated its ability to detect infected 

cases accurately while minimizing false positives. The exceptional achievement resulted from minimizing 

interference, maintaining image integrity, and efficiently using resources. The flawless results in all criteria 

ensured fair and reliable identification of malaria. 

Figures 8 to 11 show the accuracy and loss metrics for Inception-v3, MobileNet-v2, ResNet-50, and 

the newly developed CNN models. Inception-v3 achieved a training accuracy of 81.12% and a validation 

accuracy of 80.07%, while MobileNet-v2 achieved 90.05% and 94.00% for training and validation, 

respectively. ResNet-50 exhibited exceptional accuracies of 99.10% and 97.85%, while the suggested CNN 

model approached perfection, reaching nearly 100% for training and validation. Training and validation 

losses converged to 0%, demonstrating the extraordinary learning and generalization capabilities of the CNN 

model. These data highlighted the proficiency, accuracy, and performance of the CNN model in detecting 

malaria. 

Table 4 presents performance measures such as mean squared error (MSE), bias, and variance for 

four models, namely MobileNet-v3, Inception-v3, ResNet50, and the CNN model proposed in both training 

and test datasets. These metrics are crucial to comprehend the behavior and generalizability of a model. 

MobileNet-v2 exhibits a significant bias, as seen by the similarity of the MSE values between the training 

and test data sets. This indicates that the model performs well in the training data, but its efficacy is limited 

when applied to unfamiliar test data. A low variance implies a significant degree of uniformity in 
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performance in multiple test data sets. Inception-v3 has a somewhat reduced bias compared to MobileNet-v2, 

suggesting a slightly improved alignment with the training data. However, it also has a significant level of 

variability, suggesting that its performance fluctuates moderately when evaluated on other data sets. The 

ResNet50 model has a relatively low bias and slightly higher variance, suggesting a well-adjusted fit to the 

training data and a robust generalization to unknown test data. The suggested model has a significantly 

reduced bias and extraordinarily high variance. Low bias indicates substantial conformity to the training data, 

while high variance reflects significant fluctuations in performance across different test datasets. The 

deficient MSE in the test results may suggest the presence of overfitting. Under this condition, the model 

successfully memorizes the training data but needs help applying its acquired knowledge to unseen data. 

 

 

 
 

Figure 8. Accuracy and loss curve of Inception-v3 

 

 

 
 

Figure 9. Accuracy and loss curve of MobileNet-v2 

 

 

 
 

Figure 10. Accuracy and loss curve of ResNet-50 
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Figure 11. Accuracy and loss curve of the proposed CNN 

 

 

Table 4. Performance characteristics of MobileNet-v2, Inception-v3, ResNet50, and the proposed model 
Model Train-MSE Test-MSE Bias Variance 

MobileNet-v2 0.251162 0.250074 0.251162 0.000528 

Inception-v3 0.128295 0.134735 0.128295 0.125323 

ResNet-50 0.041899 0.044467 0.041899 0.191598 
Proposed 0.000137 0.000018 0.000137 0.249725 

 

 

The receiver operating characteristics (ROC) curve was an essential visual aid to compare how well 

Inception-v3, MobileNet-v2, ResNet50, and suggested CNN models could make predictions. Figure 12 

provides detailed and precise graphic representations, with sub-Figures 12(a), 12(b), 12(c), and 12(d) 

illustrating ROC-AUC information for Inception-v3, MobileNet-v2, ResNet-50, and the CNN proposed in 

the study, respectively. ROC curves visually represent the correlation between the rate of false positives 

(FPR) and the rate of true positives (TPR), with FPR plotted on the horizontal axis (x-axis) and TPR plotted 

on the vertical axis (y-axis). An in-depth examination of these curves provides essential insights into the 

distinction between classes, assisting in accurate predictions. In contrast, the area under the curve (AUC) is a 

significant measure that reflects a model's ability to differentiate between classes. The proposed CNN model 

demonstrates outstanding performance with an AUC value of 1.00, while the AUC values of ResNet-50, 

MobileNet-v2, and Inception-v3 are 0.998, 0.989, and 0.893, respectively. This meticulous investigation 

strengthens the resilience of the CNN model to detect malaria. 

 

3.2.  Comparison between the proposed model and the current existing models 

The comparative study, shown in Table 5, evaluates the efficacy of our suggested CNN model 

compared to cutting-edge methodologies. The results indicate significant enhancements in all performance 

metrics in general. Remarkably, our technique demonstrates exceptional effectiveness despite the inherent 

limitations associated with varied datasets. In their study, Bibin et al. [6] proposed a new model that uses a 

deep belief network (DBN) to categorize peripheral blood smear pictures. The study demonstrates the 

efficacy of their approach, with an F score of 89.66%, a sensitivity of 97.60%, and a specificity of 95.92%. 

Pan et al. [17] utilized a deep convolutional neural network (DCNN) to segment and classify malaria-infected 

cells. They applied this technique to the PEIR-VM dataset. Despite the evaluation metrics falling below 80% 

for all aspects except specificity (83%), the study provides valuable information on effective image 

processing techniques for cell segmentation. Rajaraman et al. [8] suggested a composite model that combines 

VGG-19 and SqueezeNet to improve the ability to detect parasitized cells by making them more resistant to 

errors and variations. Their model has exceptional performance, which enhances the detection of diseases. 

Vijayalakshmi et al. [30] combined the visual geometry group (VGG) network and support vector machine 

(SVM) to accurately classify malaria of infected falciparum with an accuracy of 93.1%. This demonstrates 

the efficiency of their approach. Fatima et al. [34] introduced a computer-aided design that uses bilateral 

filtering and morphological image processing to detect malarial parasites automatically. Their approach 

achieved more than 91% detection accuracy in the NIH malaria dataset. Maqsood et al. [10] introduced a 

tailored convolutional neural network (CNN) architecture that utilizes bilateral filtering and image 

enhancement techniques. The experimental assessments conducted in the NIH Malaria dataset demonstrated 

a remarkable accuracy rate of 96.82%. Alonso-Ramírez et al. [35] introduced two deep learning models that 

use convolutional-recurring neural networks. These models achieved an exceptional accuracy of 99.89% in 
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identifying red blood cells infected with malaria without preprocessing the data. The study conducted by 

Mondal et al. [36] introduced a very successful convolutional neural network (CNN) model, achieving an 

impressive accuracy of 99.35%. The model also demonstrated a sensitivity of 99.70% and a specificity of 

99.00%, indicating its efficacy in accurately classifying malaria parasitic blood cells. These data highlight the 

disparities in model performance, with several models demonstrating exceptional performance in particular 

parameters. The proposed model performs exceptionally well on all measures, achieving a flawless score of 

1.00. It exhibits unmatched accuracy, specificity, sensitivity, and F1-score in malaria diagnosis, establishing 

a benchmark for future research efforts. 

 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 12. ROC-AUC curve (a) Inception-v3, (b) MobileNet-v2, (c) ResNet50, and (d) proposed CNN model 

 

 

Table 5. Performance comparison between state-of-the-art methods vs. proposed DL model 
References Year Dataset Size Precision Accuracy Specificity Sensitivity F1 Score 

[6] 2017 Self-made 4,100 0.93 0.96 0.96 0.98 0.90 
[17] 2018 PEIR-VM 24,648 0.74 0.79 0.83 0.74 0.74 

[8] 2019 NIH 27,558 0.96 0.96 0.97 0.95 0.96 

[30] 2020 Self-made 2,550 0.90 0.93 0.93 0.93 0.92 
[34] 2020 NIH 27,558 0.95 0.92 0.95 0.89 0.92 

[10] 2021 NIH 27,558 0.97 0.97 0.98 0.97 0.97 

[35] 2022 NIH 27,558 0.99 0.99 0.99 0.99 0.99 
[36] 2023 NIH 27,558 0.99 0.99 0.99 0.99 0.99 

Proposed - NIH 27,558 1.00 1.00 1.00 1.00 1.00 
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4. CONCLUSION 

This study presents an approach using CNN and deep learning techniques to automatically diagnose 

malaria, contributing to the global effort to combat this disease. Our model, constructed using a customized 

CNN structure, successfully addresses image noise by employing bilateral filtering and enhances its ability to 

apply learned knowledge to new images through image augmentation. Our solution regularly outperforms 

existing malaria detection methods through an in-depth analysis that compares various deep learning models. 

Our model's effectiveness is confirmed by statistical measures, ROC curves, and rigorous experiments 

conducted on a well-established benchmark dataset. Significantly, it surpasses existing deep learning models, 

achieving accuracy and F1 scores that approach perfection. Our technique is the most effective among 

current malaria detection algorithms, making it an outstanding tool for automated malaria detection. Future 

research in malaria detection should focus on developing hybrid model architectures that integrate several 

deep learning models to leverage their combined strengths and improve diagnosis accuracy across diverse 

datasets such as PEIR-VM. By incorporating explainable AI approaches, healthcare professionals can gain 

valuable insight into the decision-making processes of the model, which in turn promotes trust and 

comprehension. Furthermore, creating user-friendly applications for this automated detection method could 

simplify its integration into clinical environments, especially in distant or disadvantaged areas, thus 

transforming the accessibility of malaria diagnosis and treatment. 
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