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 Modern developments in the fields of natural language processing (NLP) 

and computer vision (CV) emphasize the increasing importance of 

generating images from text descriptions. The presented article analyzes and 

compares two key methods in this area: generative adversarial network with 

conditional latent semantic analysis (GAN-CLS) and ultra-long transformer 

network (XLNet). The main components of GAN-CLS, including the 

generator, discriminator, and text encoder, are discussed in the context of 

their functional tasks—generating images from text inputs, assessing the 

realism of generated images, and converting text descriptions into latent 

spaces, respectively. A detailed comparative analysis of the performance of 

GAN-CLS and XLNet, the latter of which is widely used in the organic 

light-emitting diode (OEL) field, is carried out. The purpose of the study is 

to determine the effectiveness of each method in different scenarios and then 

provide valuable recommendations for selecting the best method for 

generating images from text descriptions, taking into account specific tasks 

and resources. Ultimately, our paper aims to be a valuable research resource 

by providing scientific guidance for NLP and CV experts. 
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1. INTRODUCTION 

Integrating text descriptions with visual data is one of the most current and important tasks in the field 

of artificial intelligence (AI) [1]–[3] and computer vision (CV) [4]–[6]. The ability to generate images from 

textual descriptions [7] has the potential to change the ways we perceive and interact with the world of visual 

data. In this paper, we explore two leading methods designed to solve this problem: generative adversarial 

network with conditional latent semantic analysis (GAN-CLS) [8] and extra-long transformer network (XLNet) 
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[9]. The relevance of this topic is difficult to overestimate. With the advent of large volumes of text data and the 

availability of powerful computing resources, there has been an increased need to develop algorithms that can 

analyze and interpret text descriptions and convert them into visual images. This has huge application potential 

in various fields such as medical diagnostics [10], automatic art generation [11], education, entertainment and 

many others. The purpose of this article is to conduct an in-depth study and comparative analysis of two 

methods that are of interest for solving the problem of generating images based on text descriptions. We strive 

to identify their advantages, disadvantages and applications. 

The GAN-CLS method [12], [13] is a combination of a generative adversarial network (GAN) and a 

text encoding module. The main idea is to use conditional space to improve the quality of image generation 

based on text descriptions. The generator of this architecture is built on a sequence of convolutional 

transposed layers, and the discriminator serves to classify images into real and generated. The text encoder 

[14] plays an important role in providing the connection between text and visual representation. XLNet, on 

the other hand, is a transformer model that uses an attention mechanism to encode input data. It differs from 

standard autoregressive models such as bidirectional encoder representations from transformers (BERT) in 

that it predicts each token based on all other tokens in the sequence, not just the previous ones. This allows 

you to take into account more complex dependencies in the data and better analyze the text. In our research, 

we conduct a detailed analysis of the architecture and performance of both methods based on experiments 

and expert opinion. We identify in which scenarios and for which tasks each method may be most useful, and 

identify the potential limitations and challenges they may face. 

Berrahal and Azizi [15] describes a research project focused on applications of image-from-text 

synthesis, especially in the area of generating images of people's faces from text descriptions. The researchers 

used unsupervised deep neural networks, with a focus on deep fusion generative adversarial networks  

(DF-GANs), which outperformed other approaches in the quality of generated images and correspondence to 

text descriptions. The main goal of this research appears to be to assist law enforcement agencies by creating 

realistic and diverse facial images based on eyewitness descriptions. The article emphasizes that the 

implemented model demonstrates excellent quantitative and visual characteristics, and is capable of creating 

realistic and diverse facial images while respecting the entered text descriptions. This technology could 

potentially be valuable in creating profiles for law enforcement agencies based on eyewitness testimony. 

Luo et al. [16] addresses the problem of synthesizing facial images from text descriptions. The 

authors present a new method, dual-channel generator based generative adversarial network (DualG-GAN), 

based on generative adversarial networks. The main goal is to improve the quality of the generated images 

and their consistency with the text description. A two-channel generator is introduced to improve 

consistency, and a new loss function is developed to improve the similarity between the generated image and 

the real one at three semantic levels. Experiments show that DualG-GAN achieves the best results on the 

text-to-face (SCU-Text2face) dataset and outperforms other methods in text-to-image synthesis tasks.  

Ku and Lee [17] presents a TextControlGAN model based on GANs specifically designed for synthesizing 

images from text descriptions. Unlike conventional GANs, TextControlGAN includes a neural network 

structure, a regressor, to efficiently extract features from conditional texts. The model also uses data 

augmentation techniques to improve regressor training. This allows the generator to more efficiently learn 

conditional texts and create images that more closely match the text descriptions. 

Cheng et al. [18] addresses the problem of image synthesis from text descriptions, proposing a novel 

vision-language matching GAN (VLMGAN) strategy to improve the quality and semantic consistency of the 

generated images. The model, called VLMGAN, introduces a dual mapping mechanism between text and 

image to strengthen image quality and semantic consistency. This mechanism takes into account the mapping 

between the generated image and the text description, as well as the mapping between the synthesized image 

and the real image. The proposed strategy can be applied to other text-to-image synthesis methods. Chopra  

et al. [19] provide an overview of current advances in the field of image synthesis from text descriptions. The 

authors study various architectures of generative models designed to solve the problem of image synthesis 

from a text description. There has been significant progress in the field of artificial intelligence, especially in 

the field of deep learning, which has led to the creation of generative models capable of creating realistic 

images based on text descriptions. The article reviews standard GANs, deep convolutional GAN (DCGAN), 

stacked GAN (StackGAN), StackGAN++, and attention GAN (AttnGAN). Each of these models presents 

different approaches and improvements for synthesizing images from text, including the use of attention and 

iterative refinement. 

 

 

2. METHOD 

Generating images from text descriptions [20]–[22] is a complex and multifaceted task that has 

attracted the attention of researchers in the fields of artificial intelligence and computer vision for many 

years. In this section, we review some of the key methods proposed in the literature and analyze their main 
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characteristics. One of the early and important approaches to generating images from text descriptions was a 

method based on conditional GANs (cGANs) [23]–[25]. This method involves the use of GANs with 

conditional input, which is a text description. Our research includes a GAN architecture specialized for working 

with text information and images. This architecture is based on the process of encoding textual information, 

which we denote as 𝜙(𝑡). This encoding process is performed on both the generator, which is responsible for 

creating the images, and the discriminator, which determines how realistic the created images are. 

The main characteristic of this architecture is the integration of textual information with visual 

features of images. To do this, the text encoding 𝜙(𝑡) is projected to a lower dimension and depth to reduce 

dimensionality and improve data processing. The resulting textual representation is then concatenated with 

image feature maps to combine textual and visual information. Next, both the generator as shown in  

Figure 1(a) and the discriminator as shown in Figure 1(b) operate on this combined representation. The 

generator uses it to create images that match text descriptions, making the process more controlled and 

conditional. The discriminator uses this representation to evaluate the generated images and determine how 

realistic they are. Thus, this architecture provides interaction between text and visual information, which 

makes it a powerful tool for the task of generating images based on text descriptions. 

The generator in cGAN learns to convert this text input into an image, and the discriminator tries to 

distinguish between real and generated images. This method has several advantages, but also faces challenges 

related to text and image matching. Another popular approach is to use Autoencoders to generate images 

from text. In this case, the autoencoder is trained to transform a textual description into a latent 

representation, and then reconstruct an image from this representation. This method also has its strengths, but 

may encounter problems due to the limited ability of the model to produce varied and high-quality images. 

With the advent of transformer models such as BERT and generative pre-trained transformer (GPT), the field 

of natural language processing (NLP) and computer vision has a new opportunity to generate images from 

text. These models have shown impressive results in tasks related to text analysis and have become a source 

of inspiration for researchers in the field of image generation. In particular, the XLNet method, which we 

discuss in this paper, uses a transformer architecture and an attention mechanism for text analysis and image 

generation. However, despite significant progress in this field, the task of generating images from text 

descriptions remains a challenge. Questions arise related to the quality of the generated images, the variety of 

content created, the interpretation of text descriptions and other aspects. This makes it one of the current 

research areas in the field of artificial intelligence and computer vision. In the following sections of our 

article, we will take a closer look at the GAN-CLS and XLNet method, conduct experiments to compare their 

performance, and discuss the results of the study. 

 

 

 
(a) 

 

 
(b) 

 

Figure 1. Architecture of cGAN (a) generator and (b) discriminator  
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3. RESULTS AND DISCUSSION  

In this research work, a comparative analysis of two methods was carried out: GAN-CLS and 

XLNet, used in the task of generating images based on text descriptions. For this purpose, a dataset 

containing textual descriptions and corresponding images was used, which was divided into training and 

testing sets. Before training the models, text descriptions were preprocessed, including tokenization and 

conversion of words into numeric representations. GAN-CLS is based on a GAN architecture integrated with 

a text encoding module. The work analyzed the main components of GAN-CLS, including the generator, 

discriminator and text encoder. The results showed that the generator loss ranged from 0.1273 to 0.9893, with 

a mean value of about 0.4807, while the discriminator loss remained stable with a mean value of about 

1.4696 as shown in Figure 2. 

XLNet, with its transformer architecture and attention mechanism, has shown an impressive ability 

to quickly reduce generator losses. The average value of about 5.8187 indicates the effectiveness of this 

process, despite the fact that the absolute values of losses were higher. It is important to note that even with 

this increase in absolute values, the rate of decrease in losses indicates the high learning ability of the model. 

On the other hand, discriminator losses in XLNet decreased less uniformly, which may indicate more 

difficult challenges in training the discriminative part of the model. An average value of about 0.7353 as 

shown in Figure 3 indicates a general decreasing trend in losses, but additional fine tuning may be required to 

achieve a more stable and uniform reduction in discriminator losses during training. 

 

 

  
  

Figure 2. GAN-CLS loss plot Figure 3. Loss graph of a GAN model with  

an XLNet encoder 

 

 

Comparing the performance of both methods, GAN-CLS demonstrated stable training with low 

generator loss, indicating its ability to generate high-quality images from text descriptions. While XLNet, due 

to its transformer architecture and attention mechanism, was able to capture both short-term and long-term 

dependencies in the data, although the absolute loss values were higher. Architectural complexity also plays 

an important role: GAN-CLS is a simpler model suitable for resource-constrained scenarios and Text2Image 

tasks, while XLNet, although capable of providing deeper text analysis and accurate results, is 

computationally and time-consuming for training. Thus, the choice between these methods depends on the 

specific task and available resources, researchers and practitioners should consider these factors when 

choosing a method for generating images from text descriptions. 

Continuing our research in the field of image generation from text descriptions, we focus on a more 

detailed analysis of the GAN-CLS and XLNet methods, considering their advantages and limitations in 

various aspects. GAN-CLS is an innovative approach that successfully integrates generative adversarial 

networks with a text encoding module. One of the main advantages of GAN-CLS is its ability to generate 

high-quality images based on text descriptions. This is made possible by using a conditional space for latent 

semantic analysis, which allows the model to take into account the semantic information of the text when 

generating images. The generator in GAN-CLS consists of a sequence of convolutional transpose layers, 

which allows the image resolution to increase as it is generated. These rectified linear unit (ReLU) activation 

layers help create complex and detailed patterns in images. The final generator layer uses the Tanh activation 

function to normalize the output values. The discriminator in GAN-CLS is used to classify images as real or 

generated. This is achieved through a sequence of convolutional layers, including batch normalization and 

ReLU activation functions. After convolution, the image is passed through an averaging layer and combined 
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with text information for classification. The text encoder plays a key role in the relationship between the text 

description and the image. It uses an embedding layer to transform words into vector representations and a 

bidirectional GRU to parse text sequences. 

The advantages of GAN-CLS include stable training, specialization for the Text2Image task, and 

low generator loss. However, this method may not capture more complex semantic features of text compared 

to more complex models such as XLNet. On the other hand, it is a powerful transformer model that uses the 

attention mechanism to encode input data. The main advantage of XLNet is its ability to take into account 

information from all parts of the input data when predicting each token in the sequence, making it capable of 

capturing both short-term and long-term dependencies in the data. XLNet consists of multiple layers of 

attention, which allows it to capture complex dependencies in data. Unlike some other models, such as 

BERT, XLNet takes into account information from all parts of the input data when predicting each token. 

Benefits of XLNet include rapid reduction of generator losses and the ability to better capture complex 

dependencies in data. However, it has high absolute values of generator losses and requires more 

computational resources and training time. To summarize, the choice between GAN-CLS and XLNet 

depends on the specific task and available resources. GAN-CLS provides a simple and efficient way for 

Text2Image tasks, while XLNet provides in-depth text analysis and accurate results. It is important to 

consider both the quality of the generated images and the resources required to train and apply the techniques 

when choosing the best approach for generating images from text descriptions.  

The GAN-CLS architecture starts with a generator that consists of a sequence of convolutional 

transpose layers. These layers incrementally increase the image resolution using batch normalization and 

ReLU activation functions to introduce nonlinearity. The final generator layer uses the Tanh activation 

function to normalize values between -1 and 1, which is standard for normalized images. The discriminator, 

on the other hand, classifies the images as real or generated using convolutional layers and batch 

normalization, and after convolution, the images are passed through an averaging layer. The text encoder 

plays a key role in this architecture, using an embedding layer to transform word indices into vector 

representations and a bidirectional GRU to parse the text sequence. Thus, GAN-CLS integrates a GAN with a 

text encoding module to improve the quality of image generation based on text descriptions. On the other 

hand, XLNet is a transformer model that uses an attention mechanism to encode input data. Its architecture 

includes multiple layers of attention to capture complex dependencies in data. Bidirectional attention is one 

of the key features of XLNet, allowing the model to consider information from all parts of the input data 

when predicting each token. The transformer structure on which XLNet is based is much more complex and 

powerful than the RNN architecture. Multiple layers of attention and parallel data processing make XLNet an 

effective tool for analyzing text and modeling complex dependencies in data. Both architectures provide 

powerful tools for working with text and generating images from text descriptions, but the choice between 

them depends on specific tasks and resource requirements. In this study, an extensive dataset as shown in 

Figure 4, which consisted of images and text descriptions, was used to train and evaluate the performance of 

GAN-CLS and XLNet methods. This dataset included pairs of images, where each pair contained one correct 

image and one incorrect image. These pairs served as the basis for training and evaluating the performance of 

the models. For each correct image in the dataset, a text description was provided that contained a detailed 

description of the content of the image. This description played a crucial role in the image generation task, 

since the models had to learn to create images based on text descriptions. The correct images provided visual 

context consistent with the text descriptions. The main focus was on correctly annotating the data in the 

dataset to ensure that the models received high-quality training information and were able to identify 

correspondence between text descriptions and images. This dataset played a key role in training and testing 

the GAN-CLS and XLNet methods, and allowed for a comparative analysis of their performance in the 

context of the problem of generating images based on text descriptions. 

The Oxford 102 Flower database is a collection of the 102 flower categories found most commonly 

in the UK. This database is used for image classification tasks and includes a variety of color categories, each 

containing from 40 to 258 images. However, there are several important aspects to consider when analyzing 

this database. First, the images in this database are subject to various variations, such as different scale, 

viewing angle, and lighting. This makes the classification task more complex and requires image processing 

algorithms to be robust to such changes. In addition, some color categories in this database may have 

significant within-category variations. This means that within the same flower category there may be images 

with different characteristics, such as the color palette, shape and structure of the flower. This further 

complicates the classification task and requires more accurate and versatile image analysis methods. It should 

also be noted that there are several very similar color categories in the database as shown in Figure 5. This 

means that some flowers may be visually similar and distinguishing them may be difficult even for humans. 

This presents an additional challenge for machine learning algorithms because they have to separate similar 

classes. 
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The images presented are the result of the combined use of a GAN algorithm and an autoencoder, 

which uses the XLNet model inside. This approach has demonstrated outstanding results in interpreting input 

textual descriptions, demonstrating its effectiveness and accuracy in matching textual data with visual 

elements of images. There are several key factors to note that make this method more attractive and best in 

class. First, using GAN allows you to create images that visually match descriptions by training a generator 

on input text data and visual data, thus achieving high consistency between text and image. Secondly, the 

autoencoder, which includes the XLNet model, provides a more accurate and in-depth understanding of the 

entered words and their relationships. XLNet is a high-performance natural language architecture that helps 

you analyze text data more accurately and better match visual elements in images. Thus, the combination of 

GAN and autoencoder using the XLNet model is an advanced method that not only provides outstanding 

accuracy and connectivity between textual and visual data, but also promotes a deeper and more accurate 

understanding of the context of the input words. This method is best in class, achieving impressive results in 

interpreting text descriptions and visualizing them in images as shown in Figure 6.  

 

 

  

 
 

Figure 4. Training dataset 

 

 

 
 

 
 

Figure 5. Similar color categories in the database 
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Figure 6. Results in the interpretation of text descriptions and their visualization in images 

 

 

The presented images show the results of the GAN-CLS algorithm, which uses an autoencoder 

based on gated recurrent unit (GRU). Obviously, this method performed less effectively compared to the 

previous version based on GAN-XLNet. There are several factors that explain why this method was less 

successful. First, an autoencoder built on GRU may not have the same ability to understand and interpret text 

data as XLNet. XLNet is a more advanced architecture for working with natural languages and is better able 

to capture the semantic relationships and context of text descriptions, which is important when creating 

correspondence between text and images. Second, it is possible that the GRU-based autoencoder does not 

have the same ability to learn more complex shapes and structures of objects in images. This can result in a 

less accurate recreation of the shape of objects, as can be seen in the provided images where the shape does 

not match expectations. Thus, the relatively less successful results of GAN-CLS using the GRU autoencoder 

can be explained by the model's limited ability to analyze text data and learn complex visual features. In this 

context, the GAN-XLNet algorithm, which uses XLNet and GAN, is a more powerful and efficient method 

for generating correspondence between text and image with high accuracy and quality. 

 

 

4. CONCLUSION 

In conclusion of this extensive research work, we would like to summarize and summarize the main 

results, as well as discuss current prospects and directions for future research in the field of image generation 

based on text descriptions, using two methods: GAN-CLS and XLNet. The purpose of this article was to 

conduct a comparative analysis of these two methods and determine their advantages and disadvantages in 

the context of an image generation problem. We started with a detailed look at the GAN-CLS architecture, 

which integrates GANs with a text encoding module. We reviewed the key components of this architecture, 

including the generator, discriminator, and text encoder, and analyzed its performance. We found that  

GAN-CLS exhibits stable learning and specification for the Text2Image task, but may be limited in capturing 

more complex semantic features of text. We then moved on to the transformer model-based XLNet 

architecture and analyzed its ability to capture complex dependencies in text. We find that XLNet has a 

complex architecture with multiple attention layers and bidirectional attention, which allows it to efficiently 

analyze text and take into account context from the entire sequence. After comparing the two methods, we 

found that the choice between them depends on specific tasks and resources. GAN-CLS may be preferable in 

cases where stable training and specification for Text2Image is required, but it may be limited in the 

complexity of text analysis. On the other hand, XLNet can offer deeper text analysis and capture complex 

dependencies more efficiently, but it requires more computational resources and training time. 

So, summarizing our results, we emphasize that each method has its own strengths and weaknesses. 

The choice of method depends on the specific task, resources and required accuracy. We hope that this paper 
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will provide important guidance for optimal method selection in the field of image generation from text 

descriptions and stimulate further research in this exciting area to create more efficient and innovative 

methods. Thus, research in the field of image generation based on text descriptions remains relevant and 

holds great promise, especially given the rapid development of machine learning and artificial intelligence 

methods. The development of more complex and efficient models capable of capturing deeper semantic 

dependencies in text is one of the key directions for future research in this area. We expect that the 

collaborative efforts of researchers and engineers will lead to new advances and innovative applications in 

image generation from text descriptions. 
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