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 The process of categorizing students’ performance based on input data, 

encompassing demographic information and final exam results, is 

recognized as student performance classification. Educational data mining 

has gained traction in assessing students’ performance. However, this study 

entails the need to analyze the diverse attributes of students’ information 

within an educational institution by using data mining techniques. This study 

thoroughly examines both previous and current methodologies presented by 

researchers, addressing two main aspects: data preprocessing and 

classification algorithms applied in student performance classification. Data 

preprocessing specifically delves into the exploration of feature selection 

techniques, encompassing three types of feature selection and search 

methods. These techniques aim to identify the most significant features, 

eliminate unnecessary ones, and reduce data dimensionality. In addition, 

classification algorithms play a crucial role in categorizing or predicting 

student performance. Models such as k-nearest neighbors (KNN),  

decision tree (DT), artificial neural networks (ANN), and linear models (LR) 

were scrutinized based on their performance in prior research. Ultimately, 

this study highlights the potential for further exploration of feature selection 

techniques like information gain, Chi-square, and sequential selection, 

particularly when applied to new datasets such as students’ online learning 

activities, utilizing a variety of classification algorithms. 
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1. INTRODUCTION 

In recent years, an emerging topic that has been concerned by each educational institution is the 

students’ performance. Anticipating students’ performance early on proves to be a valuable asset in 

enhancing their learning experience. Identifying at-risk students in the initial phases of the course allows for 

ample time to implement interventions and strategies aimed at improving their academic outcomes  

[1]–[7]. Undeniably, it is considered as a major factor to uplift the quality of the institutions and the students 

themselves [8]–[11]. In order to better understand and improve the learning process and the surroundings in 

which it takes place, educational data mining has recently gained relevance and pace where it is crucial in 

forecasting students’ academic success [12]–[17]. The phrase “educational data mining” refers to the use of 

data mining techniques to improve educational quality, pinpoint students who need to improve and uncover 

factors influencing student academic achievement [18]. This field of study involves examining various 

attributes to analyze student information within an educational institution [19], [20]. It is believed that data 
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mining is still relatively new in education even though there has been significant use in commercial sector 

[21].  

The data acquired must be recognized as the factor that most significantly affects the students’ 

performance in order to create the prediction model efficiently. The increasing volume of educational data 

underscores the imperative to extract valuable insights from patterns in learning behavior [22]. Specifically, 

educational data mining focuses on developing the algorithms that can uncover the hidden patterns in 

educational data since the study involves with numerous features of students’ information that need to be 

analyzed [23]–[26]. However, most of the acquired data are comprehensive which also contain the unwanted 

features whereby without data preprocessing, some misinterpretations might be made by the model which 

indicate inaccuracy in predicting students’ performance [27], [28]. Attributes in the dataset with minimal 

variance, where the values exhibit negligible differences, are excluded as they contribute insignificantly to 

the mining process [29]. Several feature selection techniques, namely genetic algorithms (GA), Gain ratio 

(GR), relief, and information gain (IG) were presented in evaluating the undergraduate students’ academic 

performance to analyze their practicality and performance alongside various classification algorithms [24]. 

Other than that, there has been a growth in the use of artificial intelligence in education [30]–[32], 

particularly machine learning, where it is projected to provide effective methods to improve education in 

general in the near future. Intelligent m-learning systems have lately seen a surge in popularity as a means of 

providing more effective education and adaptable learning that is suited to each student’s learning capacity 

[33]. The early attempts to enable such systems, for creating tools to help students and learning in a 

conventional or online context, through the use of machine learning techniques focused on anticipating 

student achievement in terms of grades attained [34], [35]. Classification stands out as the predominant 

technique for predicting students’ academic performance utilizing some classification algorithms encompass 

decision tree (DT), k-nearest neighbor (KNN), support vector machine (SVM), naive Bayes (NB), and 

artificial neural network (ANN) [36]. Using a dataset containing board results and 12 attributes associated 

with a class comprising 172 students of various genders and statuses, the findings indicated that the ANN 

outperformed the KNN algorithm, particularly concerning relative squared error and mean absolute error 

[37]. 

In drafting this review article, our motivation is to explore the application of various data mining 

techniques, involving feature selection and machine learning algorithms used in classification. Our research 

area centers on the investigation of implementing data mining techniques in academic environments, 

involving the classification of students’ performance. Some published papers had covered the topics, 

employing feature selection methods alongside classification algorithms in predicting students’ performance. 

Contrastly, these studies only focused on a few methods of feature selection categorized as filter based [29], 

[36] while the study in 2018 only revealed the use of classification algorithms without applying feature 

selection [37]. We contend that constructing a precise classification model necessitates the implementation of 

an appropriate preprocessing technique, including feature selection method. The sections of this article are 

grouped as follows: section 2 presents an overview of previous research in employing diverse methods of 

feature selection. Section 3 delves into the machine learning algorithms used in classification, followed by 

the summary’s discussion of the previous studies in section 4. Finally, section 5 encapsulates the conclusion 

drawn from our exploration. 

 

 

2. FEATURE SELECTION TECHNIQUES 

As concerned by some of the researchers, data preprocessing is essential for improving data quality 

and impacting its reliability for data mining algorithms [38] whereby failing to do so will allow the erroneous 

conclusions to be made by the prediction model since the raw data contains a lot of unwanted features and 

noise [27]. Researchers in [25] emphasized that the data mining quality is mainly affected by the acquired 

data and features. Coherently, data-level solution using oversampling technique and two feature selection 

methods; wrapper and filter based were used as the benchmark methods in this study to overcome the 

problem of imbalanced multi-classification dataset [39]. Feature selection (FS) is one of the techniques that 

can be used in the data preprocessing step where it is used to identify the most important features and remove 

the unwanted features along with reducing the dimensionality of data. Some researchers had highlighted on 

implementing feature selection techniques into some of the classification algorithms for improving the 

prediction model [12], [24], [27], [38], [40], [41]. Three types of feature selection will be discussed in this 

part which includes filter-based, wrapper-based, and embedded-based. 

 

2.1.  Filter-based 

Filter-based technique is employed as a preprocessing step based on the results of statistical tests 

relating to the correlation with the dependent variable. It is used to find irrelevant features and generates a 

dataset with the best feature columns based on their scores. Since it does not require model training, this 
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approach is deemed faster and has minimal computing complexity. For instance, some researchers had applied 

several filter-based feature selection methods such as information gain (IG) [25], [27], [40], [41], gain ratio 

(GR) [24], [27], [38], [42], Pearson correlation [43]–[45], Chi-square [27], [42], and minimum redundancy and 

maximum relevancy (mRMR) [36], [46]. Below are several methods of filter-based feature selection:  

 

2.2.  Information gain/mutual information 

A filter-based approach called IG, which employs statistical tests to find the most important 

characteristics was used by [40], [36], [47], [48]. A feature selection technique called mutual information 

(MI) was applied in [40], to attain the ideal feature set where it is a filter technique that estimates entropy 

reduction by comparing the information gain of each independent feature to the information gain of the 

dependent feature and choosing the feature with the highest information gain. By implementing feature 

selection techniques, studies in [36], [48] found that IG performed better in signifying the important features 

in each study. 

In addition to its notable performance with certain classifiers, IG emerged as a robust feature 

selection method in studies such as [36], [48]. Notably, IG demonstrated exceptional efficacy, particularly in 

conjunction with classifiers like ANN and DT, as evidenced in [36]. Furthermore, in the context of detecting 

Internet cheaters among students [48], MI showcased its effectiveness by outperforming other methods when 

coupled with the random forest (RF) classifier. The study selected the top 5 features using MI, revealing their 

enhanced compatibility and performance synergy with the RF classifier. Additionally, the utilization of MI 

alongside analysis of variance (ANOVA) in the same study underscored the versatility of these feature 

selection techniques, each contributing distinctively by selecting 5 features out of a pool of 13. 

In the development of multi-class prediction models for students’ grade prediction, a main concern 

from the study was the imbalanced multi-class issue and the overfitting problem [39]. To prevent the issues, 

an oversampling technique known as synthetic minority oversampling technique (SMOTE) alongside two 

feature selection methods, namely WrapperSubsetEval, ClassifierSubsetEval, and IG, were introduced in 

which will be evaluated with several classification algorithms. The findings of apply in metric proposed 

method alongside six classification algorithms, including DT (J48), NB, KNN, SVM, logistic regression and 

RF, had significantly shown that all the FS performed approximately the same across all classifiers, with 

above 90% of each metrics. Based on the results, it seems that there is no need to apply wrapper methods 

since it requires much computation complexity and processing capacity. In this case, information gain was 

quite commendable based on its performance, which is not much different alongside the wrapper methods. 

 

2.3.  Gain ratio 

In the investigation conducted by researchers [49], it was discerned that GR exhibited superior 

efficiency, boasting a remarkably low time complexity of just 0.08 milliseconds. This stark contrast was 

observed when comparing GR to alternative methods, namely Chi-Square and IG. The findings underscored 

the computational expediency of GR, emphasizing its potential as a time-efficient solution for tasks where 

rapid processing is paramount. Based on the performance of filter-based approaches, GR and Pearson 

correlation had the highest rank scores (ranging from 0.2 to 1), indicating that these findings were solely 

influenced by individual characteristics [50]. In the formulation of various data mining techniques for 

predicting students’ performance [29], the GR feature selection method was integrated and paired with seven 

classifiers. Among these classifiers, GR exhibited superior performance when coupled with the decision table 

classifier, achieving a recorded accuracy of 76.57%.  

As reported in [24], GR chose 10 features out of 14 and was integrated with multiple classifiers, 

achieving the highest accuracy when combined with the KNN classifier. In response to the initial research 

question posed in [51], various feature selection methods, encompassing wrapper, correlation, and GR, were 

assessed alongside baseline classifiers like NB, J48, and RF. Out of all combinations, GR yielded the highest 

F1-Score when paired with NB, reaching 80.1% with 10 attributes retained.  

 

2.4.  Correlation-based 

The correlation-based feature selection (CFS) is a filter-based feature selection technique that is 

independent of the final classification model. It quantifies the strength of the linear relationship between two 

variables where it has a numerical value between -1 and 1, where -1 represents a high negative linear 

correlation, 0 denotes no correlation, and +1 suggests a strong positive correlation. CFS technique was used 

in some studies in analyzing the correlation between two numerical attributes in order to obtain a minimal set 

of features [43]–[45] whereby just the top 10 features evaluated by correlation attribute evaluator (CAE) was 

considered [43] and three learning behaviors were removed out of 28 variables [44] while 2 features from 

experience application programming interface (xAPI) dataset were removed based on the correlation analysis 

[45].  



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Feature selection techniques and classification algorithms for student … (Muhamad Aqif Hadi Alias) 

3233 

In order to enhance prediction accuracy to an acceptable level, a hybrid or heterogeneous method 

combining CAE, ensemble learning and seven distinct machine learning algorithms was presented [43]. 

According to the results, any classification algorithm constructed using heterogeneous ensemble learning and 

CAE outperformed methods implemented using ensemble learning without CAE. Based on the performance 

of filter-based methods, GR and Pearson correlation obtained most of the features in high rank scores 

(between 0.2 and 1) where these findings were merely on the influence of individual features [50]. In the 

analysis of learning behavior of students’ college and its learning effect [44], the researchers used a threshold 

value based on the dependency value produced by Pearson correlation. In this case, a 0.50 value was 

considered for analyzing the correlation of learning behavior towards its learning effect. Similarly, in a study 

focusing on identifying the minimal set of features essential for effective analysis [45], a threshold value of 

0.7 was strategically applied. This threshold served as a criterion for assessing the correlation between 

various features, facilitating the identification and subsequent exclusion of highly correlated features. By 

setting the threshold at 0.7, the study aimed to streamline the feature set, eliminating redundancy, and 

enhancing the efficiency of subsequent analyses. The careful consideration of threshold values in both studies 

underscores the importance of methodological precision in uncovering meaningful insights from complex 

datasets. 

 

2.5.  Chi-Square 

The chi-square approach is a prominent feature selection method. It is a statistical test used to assess 

how much observed values differ substantially from predicted results, and it is used to determine the 

predictor variable [49]. The researchers in [27] found that Chi-square and IG algorithms outperformed the 

others, according to the analysis of the Kappa statistic and F-measure. Both [45], [52] had conducted a 

statistical test on the features, namely Chi-square test to analyze the significance of the features. As a 

reference, p-value with 0.05 was considered to measure the features’ significance where any values that are 

above it will be discarded. 

 

2.6.  Minimum redundancy and maximum relevancy  

This method chooses a subset of features that have the highest correlation with the output and the 

lowest correlation among themselves. It ranks features based on mutual information using the minimal-

redundancy-maximal-relevance criterion. Different classification algorithms and feature selections that have 

been examined reveal that classification using appropriate classifiers for specific category data and proper 

feature selection enhance the prediction model’s accuracy [36]. Alongside IG, mRMR also obtained high 

accuracy with the use of DT and ANN classifiers based on several feature combinations. In [46], the 

researchers developed a framework of study that focuses on the accuracy of matching between four feature 

selection techniques and four classification models for student performance prediction. When pairing with 

KNN algorithm, mRMR and GR performed about the same where the results of 7 features selected from each 

method scored about 90% accuracy. 

 

2.7.  Wrapper-based 

Feature selection procedure for wrapper method is based on a specific machine learning algorithm 

that will be applied to a certain record. It employs a greedy search strategy, assessing all potential feature 

combinations depending on the evaluation criterion. The GA was used by [12], [53] and defined by binary 

representation of individual solutions, simple crossover and mutation operators, and a proportional selection 

mechanism in order to determine the optimal feature combinations and to minimize the amount of calculation 

as well as removing the uncorrelated features. The results showed that GA can increase the fitness of gene 

sequences to some extent whereby the data dimension reduced from 7,070 to 3,579, indicating that 3,491 

features were considered uncorrelated [53].  

A binary genetic approach (BGA) was utilized as a feature selection algorithm in the study [54], 

with each solution supplied as a vector of a binary string. Except for the NB technique, the BGA feature 

selection algorithm improved the models’ performance. In [55], a wrapper-based FS technique was used, 

which known as binary teaching-learning based optimization (BTLBO), that comprises of two primary 

components which are search algorithm and evaluation classifier. BTLBO exhibited the ability to enhance the 

overall performance of machine learning algorithms when combined with linear discriminant analysis (LDA) 

which improved by 3% and 8% for both datasets assessed based on the area under curve (AUC) values.  

In [56], a study was introduced to evaluate the efficacy of various feature selection approaches on 

some classification algorithms using educational datasets. Three methods of wrapper-based feature selection 

including sequential forward selection (SFS), sequential backward selection (SBS) and differential evolution 

(DE) were implemented. Based on the values of prediction accuracy mean, these three methods performed 

slightly better than other filter-based methods used in the study where specifically DE scored the highest 

mean. In [46], greedy forward selection algorithm had selected the fewest features from 15 features whereas 
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the other three methods which are mRMR, chi-square and IG-ratio selected 9, 10, 10 features respectively. 

The Greedy forward selection algorithm was found to be performed better with the use of ANN classifier. 

In predicting the students’ final grades at the early stages of a course, a wrapper feature selection 

method, namely Boruta algorithm, was used which employs RF algorithm [57]. Through an iterative process, 

it assesses the significance of the original attributes compared to the shadow counterparts, generated through 

the shuffling of the original attributes. Attributes with lower importance than their respective shadow 

counterparts are omitted, whereas those with higher importance are acknowledged as confirmed attributes. As 

demonstrated in their findings for the Mid-March data subset, the RF-based algorithm exhibited an average 

accuracy of 78%, whereas it decreased to 72.7% and 74.7% when employing the NB-based and KNN-based 

algorithms, respectively. 

 

2.8.  Embedded-based 

With an embedded technique, feature selection is integrated into the classification algorithm in 

which the classifier modifies its internal parameters and calculates the proper weights/importance for each 

feature to generate better classification accuracy. One of the methods in selecting features for the dataset was 

considered in [58] which is basically based on classification, namely Random n-class classifier. It contains 

the number of redundant features, informative features which were provided as 0 and 1 and the total number 

of features. These features were created as random linear combination of informative features.  

In the realm of supervised learning methods, the study in [59] initiated the logistic regression 

approach as a feature selection method, marking the inception of their exploration into choosing relevant 

features and categories. The preliminary findings from this endeavor highlighted the identification of 19 

significant features within the dataset, as ascertained by the logistic regression technique. These features were 

deemed critical for discerning patterns associated with the normal class, shedding light on the method’s 

efficacy in pinpointing key contributors to the classification task at hand. 

In [50], two ensemble techniques, namely bagging and boosting were used to be integrated with 

classification models. In the experiment, only seven classification models were chosen whose performance 

was improved by employing 10-fold cross-validation. RF-IG and DT-IG were found to perform better when 

combined with ensemble approaches especially boosting method by achieving the highest scores (0.93, 

0.753, 0.833) and (0.91, 0.76, 0.822) respectively. 

 

2.9.  Search techniques 

In [50], filter-based incorporates some search techniques, namely ‘ranker’ and ‘greedy stepwise’ for 

‘attribute evaluator’. A study regarding predicting the intention of using social media in online blended 

learning presented by [52], where data was obtained with 61 attributes, which were then minimized to 24 and 

5 attributes, following the use of greedy technique and the wrapper method respectively. Two feature 

selection methods in the study [60] which are Information gain and wrapper method were implemented, 

where BestFirst was the search method used by wrapper method while Ranker Search method was applied 

for information gain, to rank the attributes based on its gain value. Similarly, the Ranker Search method was 

utilized in [29], [61] along with several feature selection techniques CAE, IG, and GR. It is used to determine 

the best attribute from the student’s performance dataset where only the top 10 features were chosen to 

determine the accuracy of the classification methods [29] while in developing a model to predict students’ 

final grades in an introductory programming course early in the semester, the Ranker search method was 

included for two feature selection methods which are correlation-based and information-gain, in which a 

significance cutoff of 0.20 was used and any features below this mark will be disregarded [61]. 

 

 

3. CLASSIFICATION ALGORITHMS 

Machine learning is critical in educational data mining, providing the specific purpose of predicting 

students’ performance in order to improve the overall quality of learning. There are four types of machine 

learning algorithms which are supervised, semi-supervised, unsupervised and reinforcement machine 

learning where in this part, we will discuss more on supervised machine learning such as KNN, DT, ANN, 

and linear models. Researchers had introduced several studies regarding the evaluation of students’ 

performance in the learning process by using supervised machine learning. For example, in developing an 

early prediction of students at risk of failing a face-to-face course in power electronic systems, the scrutinized 

classifiers have demonstrated notable effectiveness in the identification of students at risk of course failure. 

Indeed, significant accuracy and sensitivity values ranging from 70% to 81% were observed, even when 

exclusively considering attributes from the students’ background [62]. Thus, in this section, we will review 

some classification algorithms in displaying their application in classification tasks: 
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3.1.  K-nearest neighbor  

The KNN algorithm is a supervised machine learning method that estimates the chance that a data 

point will belong to one of two groups depending on the feature similarity. Several classification algorithms 

were employed by [24], [41], which will be evaluated based on their performance of efficiently predicting 

student academic performance. Among all comparative findings, the GA feature selection approach using 

KNN had the highest accuracy of 91.37% [24] and by evaluating sets of feature selection methods and 

classification algorithms, it significantly demonstrated that mRMR feature selection approach with 10 

selected features produced 91.12% accuracy with the KNN classifier [41]. 

Working on the development of an early warning system, involving various socio-cultural, 

structural, and educational factors that directly influence a student’s choice to discontinue their education 

[63], several classification algorithms, namely SVM, RF, stochastic gradient descent (SGD) and KNN, were 

employed as predictive models for the dataset. According to their findings, the KNN algorithm demonstrated 

superior performance by achieving the lowest losses mean absolute error (MAE) and root mean square error 

(RMSE) and consequently securing the highest accuracy score (R2). Specifically, it surpassed 99.5% 

accuracy for the training set and exceeded 99.3% for the test set.  

In a study, [12] implemented the modified K-nearest neighbor (M-KNN) approach to categorize 

students’ performance and compared its results with the conventional KNN method. The accuracy score 

provided by the classification techniques, KNN and M-KNN, was employed as the assessment criterion in 

this study. M-KNN accuracy increased by using GA whereby it recorded 82.6% whereas KNN accuracy was 

only 73.6%. KNN is one of the classification algorithms included in [56], [64], which was used to be 

assessed its performance alongside other classifiers such as SVM, NB, DT, and discriminant analysis (DISC), 

with the use of feature selection methods and KNN was found to have a significant impact in both studies. 

The goodness of subsets was measured with varying cardinalities in terms of prediction accuracy and the 

number of selected features for 11 wrapper-based feature selection algorithms using the KNN and SVM as 

baseline classifiers [64]. In terms of exploration and exploitation abilities (fitness), the sunflower 

optimization (SFO) algorithm with KNN and SVM performed better since it only determined four features 

out of 20 whereas KNN classifier outperformed other classifiers on the student data based on the findings 

obtained [56]. 

 

3.2.  Decision tree  

A decision tree is a straightforward structure in which each non-terminal node reflects a test or 

decision on the data item under consideration. Some researchers had included the use of decision tree 

algorithm by proposing it in predicting students’ academic performance [18], [23], [29], [61], [65] in which it 

showcased notable performance compared to other classifiers. DT and RF are two of the classification 

methods that were compared in the study [23]. Their findings demonstrated that Decision Tree outperformed 

Random Forest in terms of classification performance with 66.85% accuracy. In introducing a study of 

predicting academic performance of student using classification techniques, some classifiers such as NB, 

decision tree (J48), and multilayer perceptron (MLP) were employed [18]. It revealed that J48 had the highest 

accuracy at 73.92%. By utilizing four supervised educational data mining approaches, namely NB, MLP, J48, 

and RF, a dataset was analyzed by [65]. Results depicted that decision tree J48 outperformed other 

educational data mining algorithms on all subsets of the dataset, excluding the 2-level classification subsets 

for student social activities.  

Based on several combinations of classifiers and feature selection methods, J48 produced the second 

highest accuracy of up to 75.34% when compared to other combinations including NB, RF, J48, MLP, 

decision table, JRip, and logistic regression classifiers [29]. In the process of formulating a prognosticative 

model designed to apprise students of their anticipated academic outcomes in the early stages of the semester, 

13 machine learning algorithms from 5 categories were tested and applied [61]. It can be seen that J48 had 

reached an accuracy of 88%, followed by NB with 84% and decision Table with 83% accuracy. In comparison 

to other types of algorithms, the decision tree family of algorithms had generally attained better accuracy.  

Several regression models, including linear regression, DT, NB, sequential minimum optimization 

(SMO), ANN, KNN, REPTree, and partial decision trees (PART), and RF, have been devised to forecast 

students’ academic performance [38], [66]. Notably, RF emerged as the most effective model for predicting 

students’ performance, demonstrating superior performance due to its composition of multiple decision trees 

[66], where the study in [38] also observed a substantial enhancement in the accuracy of predicting students’ 

academic performance by employing the RF model, achieving precision, recall, and F-measure rates of 

94.70%, respectively. Similarly, by utilizing classification techniques in constructing a drop out classification 

model supplemented by RF algorithm and imbalance dataset methodology, named SMOTE, the RF+SMOTE 

method demonstrated better performance when k=2 (referring to the number of folds utilized), with the 

highest accuracy, recall, and f-measure of 93.43%, 92.27%, and 92.99%, respectively [67]. 
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Multiple feature selection approaches were employed to analyze an educational dataset from a 

national test in order to identify the significant feature subsets [27]. Based on the use of 3 feature selection 

methods, the Classification and Regression Trees (CART) classifier obtained the highest average F-measure 

which is 0.835 followed closely by MLP with 0.829. Machine learning techniques using DT, namely C4.5, 

Iterative Dichotomiser 3 (ID3), and improved ID3, were implemented by Patil et al. [68] on the training 

database in stage three. A comparison of DT generating methods C4.5, ID3, and improved ID3 was 

performed where the improved ID3 algorithm outperformed the conventional ID3 and C4.5 algorithms. 

 

3.3.  Artificial neural network  

Artificial neural networks (ANN) are gaining popularity in a variety of fields, including education. 

The ANN structure is made up of a series of linked artificial neurons, each with its own weight. It is 

composed of three layers of organized nodes: input, hidden, and output. An ANN, in general, is an adaptive 

system that alters its structure based on the internal and external information involved in the process during 

the learning process. The most typical feed-forward neural network, known as MLP, transmits data from the 

input to the neurons in the output layer. Both studies [21], [37] incorporated MLP usage in their research, 

representing the ANN model where a significant positive effect on accuracy was observed, achieving a value 

of 93% [21]. 

Several studies had consistently highlighted ANN as a particularly prominent and effective 

classifier, showcasing better performance when compared to alternative approaches [25], [36], [41], [46], 

[60], [69], [70]. A comprehensive investigation into the classification stage was conducted, employing five 

distinct classifiers: DT, KNN, ANN, NB, and SVM [36]. The objective was to ascertain the most proficient 

classifier that will be well-combined of each in conjunction with various feature selection techniques. The 

results of this analysis unequivocally underscored ANN and DT as the foremost classifiers, demonstrating not 

only higher accuracy but also notable excellence in precision, recall, and F1-Score, surpassing their 

counterparts [36], [69], while ANN model outperformed other data mining approaches, NB and DT, recorded 

73.8% accuracy with the behavioral features used and 55.6% for non-behavioral features [25].  

On the other hand, some studies also showcased another view of the ANN’s performance by pairing 

up with several feature selection methods [41], [46], [60]. In a multi-class classification of students’ 

performance, four feature selection methods, including GA, mRMR, IG, and SVM, were applied to the 

dataset to remove un-relevant features [41]. The GA feature selection method, with 10 selected features, 

demonstrated the highest accuracy of 90.6% with the use of ANN classifier. In contrast, the rest of feature 

selection methods, namely mRMR, IG, and SVM, had a commendable accuracy with the application of 

KNN. ANN recorded the highest correctly classified instances for about 78.3% before applying feature 

selections and 79.375% after implementing IG method, which indicate 376 instances and 381 instances were 

correctly classified, respectively [60]. Meanwhile, an initial 6,882 records with 15 attributes including 

admittance student data and grade from engineering core course subject [46], this study proposed 4 feature 

selection methods, consisting of greedy algorithm, GR, chi-square, and mRMR, into a multi-class 

classification of students’ performance. The findings discovered that the greedy forward selection approach 

had better accuracy of 91.16% with ANN classifier. 

 

3.4.  ANN training 

Backpropagation algorithm [71], [72] and cross-validation [21], [73] were significantly used in 

developing ANN model in some studies where backpropagation algorithm is used to make the connections 

between neurons sufficient, by changing the weights of these connections in order to build a proper neural 

network. According to the results, utilizing MLP has provided more accurate values than DT, with accuracy 

percentages ranging from 42% to 97% [71] while by implementing both backpropagation algorithm with 

cross-validation, Tomasevic et al. [72] obtained the overall highest precision with ANN by feeding the 

student engagement data and past performance data and also tested for different number of hidden layers. By 

using cross-validation in MLP, the model could properly predict the dataset where 223 students out of 524 

and 83 out of 178 in percentage split were predicted [21] and also useful during the process of fine-tuning 

[73] where 5-fold cross-validation was used on the training set to find the optimal values for each model. 

 

3.5.  ANN hyperparameters 

In a study [59], a 5-layer neural network with three hidden layers was implemented. The neural 

network simulation results for three distinct examples, involving 2, 3, and 4 hidden layers, demonstrated that 

the most favorable outcomes were achieved with three hidden layers, avoiding over/under-fitting issues. In 

[74], through a meticulous tuning process, the highest accuracy in the ANN model was achieved by 

configuring it with 200 neurons, utilizing the logistic function as the activation function. The L-BFGS-B 

solver optimized the model for convergence, while regularization with an alpha value of 7.10-4 prevented 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Feature selection techniques and classification algorithms for student … (Muhamad Aqif Hadi Alias) 

3237 

overfitting. This parameter ensemble led to an MLP with an impressive R2 value of 0.938, reflecting a robust 

alignment between the model’s predictions and observed academic performance. In the context of 

classification using ANN, Imdad et al. [37] identified the optimal configuration with two hidden layers, a 

momentum value of 0.2, and a learning rate of 0.3. At this configuration, their data achieved 100% accuracy 

with fewer errors per epoch, along with reduced time and errors. In another instance [73], grid search and 

randomized search were employed to determine the optimal hyperparameter values for classifiers like ANN, 

SVM, and RF. After fine-tuning, the accuracy of the ANN model improved from 90.94% to 92.00%, 

precision from 88.29% to 89.07%, F1-Score from 91.25% to 92.29%, and recall from 94.41% to 95.76%. 

Researchers in [75] utilized Bayes’s theorem and ANN to create models predicting students’ chances of 

graduating from a tertiary institution. The study revealed that ANN outperformed Bayes’s theorem in terms 

of performance accuracy. Significantly, the accuracy of the ANN improved as the number of hidden layers 

increased. The best result was found when four hidden layers were used, with an accuracy of 99.97% on the 

training dataset. 

 

3.6.  Linear models 

Linear regression is a supervised machine learning model that determines the best fit linear line 

between the independent and dependent variables, or the linear connection between the dependent and 

independent variables. For the purpose of predicting student academic performance in a course, 

Uskov et al. [76] had included some machine learning algorithms to be analyzed which are linear regression, 

logistic regression, KNN, NB, ANN regression and classification, DT, RF and SVM. With just a 3.7% 

average difference between projected and real student total final scores, the linear regression algorithm 

displayed better accuracy. 

The likelihood of the category dependent variable can be predicted using the binary classification 

procedure known as logistic regression. The logistic function transforms a linear combination of independent 

variables into a probability score ranging from 0 to 1, which is used to categorize the dependent variable into 

one of two potential outcomes. Based on two studies by [55], [77], logistic regression was found to be 

significant by comparing to several machine learning algorithms applied in predicting student performance 

such as, RF, NB, logistic regression, KNN, SVM, DT, and LDA. To categorize students as ‘high risk’ or ‘low 

risk’, Ramaswami et al. [77] figured out that logistic regression model had the highest F1-Score compared to 

other classifiers while logistic regression and LDA performed better than other classifiers based on AUC 

value [55].  

In a study of preserving the integrity of students in online assessments [48], some machine learning 

algorithms, namely RF, logistic regression, SVM, KNN and NB were implemented along with two feature 

engineering methods namely MI and ANOVA. Based on the results of classifiers’ performance from the top 

five selected features by MI, logistic regression was second best performing classifier with an approximate 

accuracy of 82% and an F-Score of 72%. However, LR recorded the lowest accuracy and F-Score when 

using the selected features by ANOVA, with 78.33% and 64.57% respectively. 

 

 

4. DISCUSSION  

In this section, a summary of the previous works will be discussed to obtain the significant 

knowledge gaps which can be further study in future. This summary table is supposed to unveil any gaps that 

may seem significant to further study. Each feature selection method section was reviewed and about 2 

papers from each of it were taken to be organized in the table. Table 1 presents the techniques used, their 

performance, dataset and portrays any limitations or advantages from each source. By having this table, we 

can reveal the knowledge gaps of these studies complying with our focus of this review paper.  

Firstly, some studies prominently found that IG had significant performance in selecting features out 

of the dataset [27], [36], [48], [50]. It can be seen that IG had better performance when coupled with some 

classifiers like DT [27], [36], [50], ANN [36], and RF [48], [50]. Another one method that seems to be 

performing well is Chi-square, as in two studies found that it somehow contributed to the predictive model 

performance [27], [45]. In analyzing the xAPI dataset, Chi-square had secured about 5 features out of 16 in 

which those features then were considered as the significant features (SF) but all models deemed to have a 

drop in all evaluation metrics by using the SF [45]. However, Chi-square and IG found that both methods 

selected the same number of features, which is 6 out of 20 [27]. In this case, 85.9% of F-measure was 

recorded for both using DT (C4.5). 

In other context, Pearson correlation seems to be quite functional in analyzing the features’ 

correlation as found in [45] where several features were analyzed and then discarded for being redundant and 

highly correlated with other features. As for using the public dataset known as Student-mat, Pearson 

correlation had a significant impact towards analyzing the features which in later stage, the classification 

models like RF, ANN, and SVM obtained a commendable accuracy of above 80%. The same situation was 
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seen in [44], leveraging data from the literacy learning behavior questionnaire and the performance records of 

an information literacy course for 320 junior students, our analysis led to the exclusion of three learning 

behavioral features with correlations below 0.500, along with the demographic attribute ‘Gender.’ 

Ultimately, 25 features were retained out of the initial 29. The rationale for omitting these three learning 

behaviors is rooted in their comparatively lower integration with college students’ study routines, daily life, 

and the prevailing learning environment when contrasted with other attributes of learning behavior. Although 

this method seems quite performing, there is a gap between these studies that we can unveil as they only 

utilized the single method of feature selection and a threshold value of 0.5 was used [44]. In this case, we 

could consider using a diverse of feature selection methods and another threshold value instead of 0.5. 

 

 

Table 1. Summary of feature selection performance 
Source 

[Ref.] 

Technique Performance  Dataset Remark/Limitations 

[36]  IG, mRMR Above 90% accuracy with DT 

and ANN  

Kaggle repository datasets: Students’ 

academic performance, containing 

480 record and 16 attributes 

Too many data category 

combinations, binary and multi-

class grading 

[48] MI, 

ANOVA 

85% with RF iQuiz integrated with Moodle 

learning management system (LMS) 

Question type and difficulty were 

prominently chosen 

[29] GR 76.57% with DT Students’ grades, demographic, and 
school-related information 

No discussion on the selected 
features and how the dataset was 

applied 

[24] GR, GA 90.26% with KNN, 91.37% 

with KNN 

800 student records with 14 attributes 

including identification, attendance, 

assignments, class tests, lab tests, 

spot tests, skills, central viva, 

extracurricular activities, quiz tests, 
project/presentation, backlog, final 

semester results, and final CGPA. 

Multi-class grading, 10 features 

selected out of 14 but no 

discussion on which features 

were relevant 

[50] IG 93% accuracy with RF and DT Collected from the online educational 

system consists of 11,814 students, 

six categories of features: 

Demographics (de), Personal (pe), 

Academic (ac), Psychometric (ps), 

Family attributes (fa), and Learning 
Logs (ll). 

No discussion on which features 

were selected and used 

[44] Pearson 

Correlation 

92.50 % accuracy with RF, 

91.67% with ANN 

Collected from the information 

literacy learning behavior 

questionnaire data and information 

literacy course performance data of 

320 junior students 

three learned behavioral features 

with correlations below 0.500 

were removed as 25 features were 

retained, only single feature 

selection was used 

[45] Pearson, 
Chi-square 

stu-mat: 81% with ANN, 84% 
with RF, 82% with SVM 

stu-por: 85% with RF 

three public datasets, student-por, 
student-math, and xAPI  

xAPI: 7 features selected out of 
16 

student-mat: 14 features selected 

out of 32 

student-por: 15 features selected 

out of 32, 

limited to only two feature 

selection methods 

[27] Chi-square 
and IG 

85.9% F-measure for both using 
C4.5 

dataset includes enrolment 
information of students and 

examination result, containing 7,723 

of permissible volunteers with 20 

features  

Both methods selected 6 features 
out of 20, 

Limited to only using data of 

enrolment information and 

examination results  

[46] Greedy 

forward, 

mRMR, 

GR 

Above 90% with KNN, ANN 6,882 records with 15 attributes 

including admittance student data and 

grade  

Greedy forward: 7 features 

selected, 

mRMR: 9 features selected, 

GR: 10 features selected;  
No significant discussion on the 

dataset category used  

[12] GA 82.6% with Modified-KNN Student’s Academic performance 

dataset obtained from Kaggle, with 

16 attributes and 480 instances 

Multi-class classification,  

No significant discussion on the 

selected features, only used a 

single type of classifier and 

feature selection 
[56] SBS, DE Accuracy: 84.72% with DT, 

85.21% with KNN 

Dataset obtained from a learning 

management system called Kalboard 

360, containing 500 students with 16 

features 

No discussion on which features 

were selected and no details on 

the features 

[58] Random-n 

classifier, 

ANOVA 

 Data was taken from Kaggle of 

Students’ performance data, 

containing 1000 samples and 8 

attributes 

Those selected features were not 

described and discussed, Limited 

feature selection methods, the 

dataset encompassed students’ 
demographic and academic scores 
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Lastly, we will choose another one type of feature selection to be discussed, which is known as 

wrapper based. Both [46], [56] revealed that their tested feature selection methods had achieved better 

performance than other methods tested. Sequential feature selection has two methods known as sequential 

forward and backward selection. As found in [46], greedy forward or also known as SFS, had a 

commendable performance which selected 7 features of 15 with an accuracy of above 90% when trained with 

KNN and ANN. Contrastly, SBS and DE had the highest accuracy recorded, above 82%, when pairing up 

with DT, DISC, and KNN [56]. However, the study did not have a detailed discussion on the selected 

features and what features they were implying to. 

To summarize this section, some studies have shown that there are some research gaps that we can 

acknowledge encompassing the implementation of diverse feature selection methods alongside various 

classification algorithms. In section 3, an exploration of each classification algorithm was portrayed which 

can be seen their feasibility in predicting students’ performance. Several classification algorithms had been 

unveiled their performance in this section whereby the implementation of feature selection alongside the 

predictive models had better results in revealing the pattern of factors that might contribute to students’ 

performance. Throughout this section, we can see that many of the studies included only the prevalent dataset 

encompassing the demographic of students, family’s background, and examination scores, and some did not 

provide a detailed discussion on their selected features implying to which category of features. We believe 

that a dataset as students’ learning behaviors can provide a better understanding of their efforts as done in 

[44], [78], [79].  

 

 

5. CONCLUSION  

In this paper, we conducted a comprehensive examination of various feature selection methods and 

classification algorithms. Our objective was to enhance our understanding of how these techniques can be 

effectively applied to classify students’ performance. Among the numerous data mining techniques employed 

in classification tasks, we found that feature selection plays a pivotal role. It assists in identifying the most 

significant features while reducing computational complexity, thereby streamlining the process. Additionally, 

our findings indicated that the choice of feature selection approach significantly impacts the prediction of 

student success. Notably, the outcomes of these approaches may vary when applied to different types of data, 

despite the multitude of studies conducted by various researchers. Machine learning algorithms have gained 

widespread use across diverse fields, particularly in classification tasks. Despite the significant findings 

reported in numerous studies, there remains ample opportunity for further investigation involving various 

data types and data preprocessing techniques. The selection of appropriate algorithms often hinges on factors 

such as data structure, training duration, and feature count. This study underscores its continued relevance, 

especially when considering the implementation of new datasets, such as online learning activities of 

students, in conjunction with diverse sets of algorithms. As discussed in the prior section, most of the studies 

used public datasets and focused on such demographic data, test scores and family’s background. Thus, 

online learning activities can be used in future work, providing actual students’ efforts in assessing their own 

academic performance. 
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