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 Sentiment analysis is a method of analyzing data to identify its intent. It 

identifies the emotional tone of a text body. Aspect-based sentiment analysis 

is a text analysis technique that identifies the aspect and the sentiment 
associated with each aspect. Different organizations use aspect-based 

sentiment analysis to analyze opinions about a product, service, or idea. 

Traditional sentiment analysis methods analyze the complete text and assign 

a single sentiment label to it. They do not handle the tasks of aspect 
association, dealing with multiple aspects and inclusion of linguistic 

concepts together as a system. In this article, AlgoDM, an algorithm to 

perform aspect-based sentiment analysis is proposed. AlgoDM uses a novel 

concept of IDistance matrix to extract aspects, associate aspects with 
sentiment words, and determine the sentiment associated with each aspect. 

The IDistance matrix is constructed to calculate the distance between aspects 

and the words expressing the sentiment related to the aspect. It works at the 

sentence level and identifies the opinion expressed on each aspect appearing 
in the sentence. It also evaluates the overall sentiment expressed in the 

sentence. The proposed algorithm can perform sentiment analysis of any 

opinionated text. 
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1. INTRODUCTION  

Sentiment analysis is an automated process of understanding an opinion about a given subject from 

written or spoken language. It identifies the emotional tone of a text body and helps in understanding 

opinions, appraisals, emotions, or attitudes toward a topic, person, or entity. It determines whether the given 

information is positive, negative, or neutral. Aspects are the attributes or components of an entity that is 

being referred to in the text. The words that define the quality of an aspect are called aspect terms or 

sentiment words. Aspect-based sentiment analysis (ABSA) is a technique that considers the words related to 

the aspects, that are being discussed in the sentence and identifies the sentiment associated with each aspect. 

Aspect-based sentiment analysis performs two important tasks: i) aspect extraction and ii) identification of 

the sentiment associated with each aspect. 

Aspect extraction is a task to extract the common properties of objects from corpora discussing 

them, such as reviews of products [1]. In aspect-based sentiment analysis, associating aspect to its correct 

sentiment expressing word is a complex task. Opinions can be expressed on multiple aspects of the entity. In 

opinionated sentences, when multiple aspects are discussed in a sentence, it is often confusing to relate an 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 14, No. 4, August 2024: 4273-4286 

4274 

aspect to its corresponding sentiment-expressing word. Also, there are complex linguistic concepts that are 

difficult to understand and interpret. Incorrect relation of aspect and sentiment words can result in a wrong 

interpretation of the sentence.  

Traditional sentiment analysis methods analyze the complete text and assign a single sentiment label 

to it. But there are certain views present in the sentence that might be the reason for the identified sentiment. 

In existing works of aspect-based sentiment analysis, several methods and strategies have been proposed to 

perform aspect-based sentiment analysis efficiently and effectively. Sentic GCN model [2], based on 

dependency trees and other dependency tree approaches [3] was proposed. A method to induce aspect-

specific discrete opinion trees for ABSA [4] and an ABSA solution pipelining an aspect extractor and 

sentiment classifier was proposed [5]. However, an integrated approach to perform aspect extraction and 

sentiment classification remains lacking and is yet to be built. Komang and Huang [6] present a survey on 

using deep learning methods for aspect-based sentiment analysis. The co-attention mechanism and  

co-attention-long short term memory (co-attention-LSTM) network use LSTM or word embedding layer to 

represent the words but make it difficult to learn the complex relationship between negations modifiers and 

the implicit sentiment phrases [7]. Bidirectional encoder representations from transformers (BERT) model 

[8], interactive multi-task learning network (IMN) [9], and other specialized methods [10] are developed to 

perform ABSA more efficiently. However, these methods ignore part-of-speech (POS) tagging and are 

unable to locate implicit aspects within a sentence. Different deep learning models [11] and joint term-

sentiment generator (JTSG) framework based on encoder-decoder have been proposed for the ABSA task 

[12]. However, the performance of machine learning in ABSA can be improved by the inclusion of more 

perspectives. An attention-based gated recurrent units (GRU) model [13], knowledge-enabled BERT model 

[14], and topic modelling-based methods [15] are proposed for ABSA. These tasks can be enhanced by 

incorporating more kinds of external knowledge.  

The work in [16] presents a novel knowledge graph augmented approach network for aspect-based 

sentiment analysis that incorporates external knowledge to augment semantic information. This approach can 

be extended to include other challenging language understanding tasks like reading comprehension, intent 

identification. Wang et al. [17] demonstrates a contrastive cross-channel data augmentation framework to 

handle multi-aspect challenges. Sentiment extraction and sentiment classification are performed individually 

using deep learning approaches which are yet to achieve optimal performance. A comprehensive review of 

aspect-based sentiment analysis problems is provided in [18]. Chang et al. [19] investigates customer 

satisfaction through aspect-level sentiment analysis and visual analytics. A sentiment triplet extraction task 

for combining aspect extraction, sentiment classification, and opinion term extraction [20] and a novel 

method for target, aspect, and sentiment joint detection have been proposed to capture the dual dependence of 

sentiments on both targets and aspects [21]. The data construction method used needs more optimization. A 

DualGCN model [22] and generative framework have been proposed for ABSA tasks that include 

annotation-style and extraction-style paradigms [23]. More effective paradigms can be designed to improve 

the accuracy of the results. SentiPrompt has been proposed which is a task-adaptive modification to a unified 

generative framework [24]. The research in [25] and [26] details a survey on current state-of-the-art models, 

techniques, and approaches for ABSA and sentiment classification. An algorithm to process negations in a 

sentence is proposed and explained in [27]. 

The literature review shows that existing works on sentiment analysis concentrate on polarity 

classification alone. They do not handle the tasks of aspect and sentiment word association, dealing with 

multiple aspects, and inclusion of linguistic concepts together as a system. In this work, AlgoDM, an 

algorithm to perform aspect-based sentiment analysis using the novel concept of IDistance matrix is proposed 

which aims to perform ABSA including the tasks of aspect and sentiment word association, dealing with 

multiple aspects, considering linguistic rules of the language. 

The objectives of the current work include: i) To extract the candidate data from the given dataset for 

ABSA using filtering and data preprocessing stages, ii) To construct an IDistance matrix and apply the 

defined rules to interpret the IDistance matrix, iii) To associate the aspect/aspects present in the sentence with 

its sentiment expressing word/words using the concept of the IDistance matrix, iv) To perform proper 

association of multiple aspects to their respective sentiment words in the text, v) To retrieve the polarity of 

sentiment expressing words from SentiWordNet and associate the polarity to each aspect of the entity, and 

vi) Understand whether the opinion expressed on the aspect is positive or negative based on the polarity. 

The proposed algorithm performs aspect and sentiment word association and handles multiple 

aspects while taking care of different linguistic rules of the language. It has different stages to arrive at the 

results. Indexing is used to assign a position to each word in the sentence. Aspects and sentiment-expressing 

words are extracted from the data and IDistance matrices are constructed. The IDistance matrix contains 

aspects, sentiment expressing words, and the distance between them. The IDistance matrix associates the 

correct sentiment word to the respective aspect. The polarity of associated sentiment words is retrieved from 
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SentiWordNet. This helps in understanding whether the opinion expressed on the aspect is positive or 

negative. The proposed algorithm can be used to perform sentiment analysis of any opinionated text. 

This paper is further organized as follows. Section 2 gives a brief theoretical basis of the IDistance 

matrix concept implemented in the algorithm. Section 3 explains the proposed methodology to perform 

aspect-based sentiment analysis using a IDistance matrix. The proposed algorithm is discussed in section 4. 

Section 5 provides a discussion on the results of the algorithm considering the dataset containing women’s 

clothing reviews that was obtained from an e-commerce website. It also gives a comparison of existing 

ABSA methods with the AlgoDM algorithm. Section 6 summarizes and concludes the paper. 

 

 

2. COMPREHENSIVE THEORETICAL BASIS 

In this work, AlgoDM, an algorithm to perform aspect-based sentiment analysis using the novel 

concept of IDistance matrix is proposed. An IDistance matrix is a matrix containing the pairwise distances 

between the elements of a set. The distances used to define the IDistance matrix may or may not be a metric. 

A metric system is a system used for measuring distance, length, volume, weight, and temperature. In text 

processing, different ways to measure the distance between corresponding vectors include: 

i) Euclidean distance: Euclidean distance metric measures the length of a line segment between two points. 

In text processing, Euclidean distance is a token-based similarity distance. 

ii) Hamming distance: the hamming distance between two equal-sized strings measures the minimum 

number of replacements required to change one string into the other. 

iii) Cosine similarity: the cosine similarity of two text units simply computes the cosine of the angle formed 

by the two vectors representing the text units. 

iv) Jaccard distance: the Jaccard distance measures the dissimilarity between two multisets. The lower the 

distance, the more similar the two multisets. 

These distances help in measuring the similarity between corresponding vectors. They analyze 

whether the two corresponding vectors are similar based on the distance or angle between them. However, in 

aspect-based sentiment analysis, the position of aspect and sentiment words in the sentence plays an 

important role in associating the aspect with the corresponding sentiment word. The proposed algorithm uses 

a novel concept of IDistance matrix which helps in associating aspects with corresponding sentiment words 

within a sentence. The metric used in the IDistance matrix is called IDistance which is measured as the 

distance between the aspect and the sentiment word in the sentence. IDistance helps in position analysis 

within the sentence, unlike the other distances that measure similarity between corresponding vectors. 

At the sentence level, AlgoDM extracts the aspects and aspect words or sentiment-expressing 

words. The method of indexing is used to assign a position to each word in the sentence. An IDistance matrix 

containing aspects, sentiment expressing words, and the IDistance is constructed. The concept of the 

IDistance matrix aids in associating the correct sentiment word with the respective aspect. The polarity of 

associated sentiment words is retrieved using SentiWordNet. This helps in understanding whether the opinion 

expressed on the aspect is positive or negative. The proposed algorithm can be used to perform sentiment 

analysis of any opinionated text. It gives the opinion associated with the aspect so that the process of 

management decision-making is made easier. 

 

 

3. METHOD 

The proposed methodology to perform aspect-based sentiment analysis using the IDistance matrix is 

shown in Figure 1. It shows the different stages involved in performing aspect-based sentiment analysis using 

the IDistance matrix. They include data acquisition, POS tagging, filtering, data preprocessing, indexing, 

tokenization, aspect extraction, determine the polarity of tokenized text, construct IDistance matrix, 

determine the sentiment associated with each aspect, and determine the sentiment polarity of each aspect. 

The tasks performed in each of these stages are explained below. The methodology begins with the 

data acquisition stage and concludes by determining the aspect sentiment. The output of each stage is passed 

as input to the next stage. 

 

3.1.  Data acquisition 

The data on which aspect-based sentiment analysis is to be performed is extracted from different 

sources like files, databases, websites, blogs, training datasets, and other relevant data sources. The data is 

extracted using web crawlers. It is collected and stored in the form of .xls, .txt or .csv format. 

 

3.2.  Parts of speech tagging 

Each word in the candidate sentence is assigned part of speech (POS) in this stage. Assigning part of 

speech to each word is achieved using Python. POS tagging helps in identifying aspects and sentiment-
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expressing words present in the sentence. The nouns present in the sentence represent the aspects. The 

adjectives and action verbs represent sentiment-expressing words. Example: “The dress quality is good but 

the color is bad”. Table 1 gives the parts of speech assigned to each word in the example sentence. 

 

 

 
 

Figure 1. The proposed methodology to perform aspect-based sentiment analysis 

 

 

Table 1. Words present in the example sentence and their part of speech 
Word Part of speech 
The Determiner 
dress Noun 

quality Noun 
is Verb 

good Adjective 
but Conjunction 
the Determiner 

color Noun 
is Verb 

bad Adjective 

 

 

3.3.  Filtering 

Once each word is assigned part of speech, a check is performed to identify the presence of 

adjectives or action verbs within the sentence. In any sentence, adjectives, and actions verbs are the words 

that express the opinion related to the entity. If adjectives and action verbs are absent in the sentence, then the 

sentence is considered to be a non-opinionated sentence. Such non-opinionated sentences are ignored and 

will not be processed further. This filtering of non-opinionated sentences avoids the unnecessary processing 

of sentences that are not candidates for sentiment analysis. The output of the filtering stage is the data with 

only opinionated sentences. The filtered data is referred to as candidate data. As the example sentence 

contains adjectives and verbs, it is considered an opinionated sentence and processed further. 

 

3.4.  Data preprocessing 

The data preprocessing stage prepares the candidate data to be processed by the AlgoDM. The 

candidate data is preprocessed by removing irrelevant data such as punctuation and URLs. Removal of 

irrelevant data is done by using regular expressions in Python. As there is no irrelevant data in the example 

sentence, it is processed further. 

 

3.5.  Indexing 

Indexing is a process of assigning a numerical position value to each word present in the sentence. In 

indexing, each word in the sentence is given an index value. The index specifies the position of the word within 

the sentence. The word along with its index is stored in an array. The first word of the sentence is assigned the 

index 1. Subsequent words are assigned the indices in increasing order. Figure 2 shows an example in which 

each word in the sentence is assigned an index beginning from the left in increasing order. Example: 
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Figure 2. Indexing stage for an example sentence 

 

 

3.6.  Tokenization 

Tokenization is breaking the raw text into small chunks. Tokenization breaks the raw text into words 

or sentences called tokens. Tokenization helps in interpreting the meaning of the text by analyzing the 

sequence of the words. In this context, each sentence is broken down into words. Example: i) The dress 

quality is good but the color is bad; ii) After tokenization, the tokens would be; and iii) The, dress, quality, is, 

good, but, the, color, is, bad 

 

3.7.  Aspect extraction 

Aspect extraction is the process of extracting the aspects of the entity that are being referred to in the 

sentence. Aspects are given by the nouns that appear in a sentence. Nouns might have a single instance or 

multiple instances within a sentence. They can also appear with adjectives where adjectives describe the 

aspects. The aspects are extracted and stored in an array. Hence, during aspect extraction: i) The nouns that 

appear frequently in a sentence are extracted as aspects and ii) The nouns that are found adjacent to the 

adjectives are extracted as aspects. Example: i) The dress quality is good but the color is bad and ii) The 

aspects extracted from the example sentence: Dress, Quality, and Color. 

 

3.8.  Determine the polarity of tokenized text 

In the aspect extraction stage, the aspects of the entity are extracted from the sentence. As a next 

step, the words which describe the aspects are to be extracted. These terms are called sentiment-expressing 

words or aspect terms. First, the sentiment-expressing words that are present in the sentence have to be 

identified. Then, the polarity associated with each word in the sentence is to be determined. SentiWordNet is 

used to identify the sentiment-expressing word and get its polarity. SentiWordNet (SWN) is an opinion 

lexicon derived from the WordNet database where each term is associated with numerical scores indicating 

positive and negative sentiment information. 

Steps to determine the polarity of each word: i) Each word of the sentence is matched with entries of 

SWN; ii) If the word is present in SWN, then it is considered a sentiment-expressing word; iii) The sentiment 

details of the word are extracted from SWN and stored for further reference; iv) If the word is not present in 

SWN, then it is ignored. 

The details extracted from SentiWordNet include: The POS tag, positive score of the word, and 

negative score of the word. Example: i) The dress quality is good but the color is bad and ii) In the example 

sentence, the sentiment expressing words are “good” and “bad”. The output obtained from SWN is Good –  

[a, 0.625, 0] and Bad – [a, 0, 0.625], where “a” is the POS tag for the adjective, the word “good” has a 

positive score of 0.625 and a negative score of 0, the word “bad” has a positive score of 0 and a negative 

score of 0.625, and the remaining words in the sentence are not sentiment-expressing words. 

 

3.9.  Construct IDistance matrix 

IDistance matrix helps in associating aspects to its sentiment-expressing word. It is a matrix that 

consists of aspects as row headers and sentiment-expressing words as column headers. Each value in the 

matrix represents the absolute value of the distance between the aspect and the sentiment-expressing word 

and is called the IDistance. IDistance is calculated using the index assigned to each word in the indexing 

stage. The absolute value of the difference between indices of the aspect and sentiment expressing word 

within the sentence gives the IDistance value.  

 

𝐼𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  𝑎𝑏𝑠(𝐼𝑛𝑑𝑒𝑥 (𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑛𝑔 𝑤𝑜𝑟𝑑) –  𝐼𝑛𝑑𝑒𝑥 (𝐴𝑠𝑝𝑒𝑐𝑡)) 
 

Figure 3 shows an example in which each word in the sentence is assigned an index beginning from 

the left in increasing order. The IDistance matrix consists of extracted aspects as rows and sentiment words 

as columns. Each value in the IDistance matrix gives the IDistance between the aspect and the corresponding 

sentiment-expressing word. Table 2 shows the calculation of IDistance between the aspects and sentiment 

words present in the example sentence. 
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Figure 3. Indexing for example sentence 

 

 

Table 2. Calculation of IDistance between aspects and sentiment words 
SI No Aspect Sentiment word Index of aspect (IA) Index of sentiment word (IS) IDistance (IS-IA) 

1 Dress Good 2 5 3 

2 Dress Bad 2 10 8 

3 Quality Good 3 5 2 

4 Quality Bad 3 10 7 

5 Color Good 8 5 -3 

6 Color Bad 8 10 2 

 

 

3.9.1. Steps to construct an IDistance matrix 

IDistance matrix helps in associating aspects to its sentiment-expressing word. It is a matrix that 

consists of aspects as row headers and sentiment-expressing words as column headers. The steps to construct 

the IDistance matrix: i) List the aspects as row headers; ii) List the sentiment words as column headers; and 

iii) In the sentence provided, calculate the IDistance between each aspect and sentiment word. IDistance is 

calculated by finding the difference between the indices of aspect and sentiment word. Write the IDistance in 

the intersecting cell of aspect and sentiment word in the matrix. Table 3 shows the IDistance matrix 

constructed for the sentence “The dress quality is good but the color is bad’. 

 

 

Table 3. IDistance matrix constructed for example sentence 
Sentiment words Good Bad 

Aspects  

Dress 3 8 

Quality 2 7 

Color -3 2 

 

 

3.9.2. Rules to interpret IDistance matrix 

Case 1: Rules to interpret IDistance matrix if there are multiple sentiment words and multiple aspects in the 

sentence 

a. In each column, locate the minimum IDistance value. 

b. For the cell having minimum IDistance value, associate the sentiment word present in the column header 

with the corresponding aspect present in the row header. 

Case 2: Rules to interpret IDistance matrix if there are multiple sentiment words and a single aspect in the 

sentence 

a. In the IDistance matrix, if there is a single aspect and multiple sentiment words, then all the sentiment 

words are associated with the single aspect. 

Case 3: Rules to interpret IDistance matrix if there are multiple aspects and a single sentiment word in the 

sentence 

a. In the IDistance matrix, if there is a single sentiment word and multiple aspects, then the sentiment word 

is associated with all the aspects. 

The example sentence has multiple aspects and multiple sentiment words. Interpretation of the 

IDistance matrix created for the example sentence would be, 

a. The minimum IDistance value in the “Good” column is 2 which is associated with the aspect “Quality”. It 

concludes that the sentiment word “Good” is associated with the aspect “quality”. 

b. Similarly, the sentiment word “Bad” is associated with the aspect “Color” as it has a minimum IDistance 

value of “2”. 

 

3.10.  Determine sentiment associated with each aspect 

The positive and negative scores of each sentiment-expressing word were obtained from 

SentiWordNet as explained in section 3.8. The association of aspect and sentiment-expressing words is 
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obtained as explained in section 3.9. In this stage, the polarity is assigned to the aspect depending upon the 

score of the associated sentiment word obtained from SWN. Example: 

a. The sentiment word “Good” has a positive score of 0.625. As it is associated with the aspect of “Quality”, 

the polarity of “quality” is positive. 

b. The sentiment word “Bad” has a negative score of 0.625. As it is associated with the aspect “color”, the 

polarity of “color” is negative. 

 

 

4. PROPOSED ALGORITHM 

4.1.  Algorithm for POS tagging and filtering 

The algorithm for POS tagging and filtering assigns part of speech to each word in the candidate 

sentence. It checks for the presence of nouns as they represent the aspects and adjectives and action verbs 

represent sentiment-expressing words. If adjectives and action verbs are absent in the sentence, then the 

sentence is considered to be a non-opinionated sentence. Such sentences are filtered and not processed 

further. The algorithm considers only opinionated sentences for further processing. Table 4 shows the 

algorithm to perform POS tagging and filtering. 

 

 

Table 4. Algorithm to perform POS tagging and filtering 
Algorithm for POS Tagging and Filtering 

Input : SA database consisting of sentences 

Output : Entity aspect, sentiment score, and polarity of the aspect 

  Begin 

Step 1 : //Assigning Part of Speech to each word in a sentence and filtering non-

opinionated sentences 

  For (each S ← select a sentence from the SA database) do for all sentences 

  Begin 

   Sn ← ““;      // Variable to store the extracted sentence  

   Assign a Part of Speech to each word in the sentence 

   If (S contains an adjective or action verb) then  

     go to Step 2 

   Else 

       Discard S;  // no adjective or action verb, discard the sentence 

   End if 

  End 

 

 

4.2.  Algorithm for sentence type validation 

The algorithm for sentence type validation checks if the candidate sentence is a simple sentence or a 

compound sentence. If the sentence is simple, the nouns, adjectives, and adverbs are extracted. A compound 

sentence is analyzed using the fuzzy-based systems for admission control (FBSAC) algorithm [7] and nouns, 

adjectives, and adverbs are extracted. Table 5 shows the algorithm to perform sentence type validation. 

 

 

Table 5. Algorithm to perform sentence type validation 
Algorithm for sentence type validation 

Step 2: // Check if Sn is a simple or compound sentence and extract nouns, adjectives, 

and action verbs 

 N ← ““ //Variable to store the noun present in the sentence 

 AW← ““ //Variable to store the adjective present in the sentence 

 VW ← ““ //Variable to store action verb present in the sentence 

 // Check if Sn is a simple sentence 

Step 3: If (Sn is a simple sentence) then 

 N ← Noun in Sn  //Copy noun to N 

 AW ←Adjective in Sn //Copy adjective to AW 

 VW ←Action verb in Sn //Copy action verb to VW 

 End if 

 // Check if Sn is a compound sentence 

 Else If (Sn is a compound sentence) then 

 Process conjunctions in Sn using the FBSACS algorithm (Savanur & Sumathi, 2017) 

 N ← Noun in Sn       //Copy noun to N 

 AW ←Adjectives in Sn //Copy adjectives to AW 

 VW ←Action verbs in Sn //Copy action verbs to VW 

 End if 
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4.3.  Algorithm for preprocessing, indexing and tokenization 

The preprocessing algorithm removes the punctuations and URLs present in the sentence. Indexing 

assigns a numerical position value to each word present in the sentence. Tokenization breaks down the 

sentence into words and stores each word along with its index value in the INDEX table. Table 6 shows the 

algorithm to perform preprocessing, indexing, and tokenization. 

 

 

Table 6. Algorithm to perform preprocessing, indexing and tokenization 
Algorithm for preprocessing, indexing and tokenization 

Step 4 : // Check if punctuation and URLs are present 

in the sentence 

  Remove punctuations from the sentence Sn 

  Remove URLs from the sentence 

   

  //Perform indexing on the sentence Sn 

  i=1 

For (each word in Sn) do for all words 

  Begin with the first word 

 Assign i as index 

 store word and index in the INDEX table 

 i++ 

 next word 

End 

 

 

4.4.  Algorithm for aspect extraction and to determine the polarity of tokenized words 

The aspect extraction algorithm extracts nouns from the candidate sentence and stores them as 

aspects in the ASPECT table. For each word present in the INDEX table, the algorithm fetches a part of 

speech, a positive score, and a negative score for SentiWordNet and stores it in the POLARITY table. 

Table 7 shows the algorithm to perform aspect extraction and to determine the polarity of tokenized  

words. 

 

 

Table 7. Algorithm to perform aspect extraction and to determine the polarity of tokenized words 
Algorithm for aspect extraction and to determine polarity 

Step 5  : // Check nouns are present in the sentence 

  If (S contains nouns) then  

   Store the nouns as aspects in the ASPECT table 

   

  //Determine polarity score 

  for (each word 𝑤 in INDEX table) 

  Begin 

 if (word 𝑤 is present in SentiWordNet) 
   get 𝑤, POS, PosScore and NegScore for 𝑤 from SentiWordNet 

     Store the details in the POLARITY table 

   next 𝑤  
 End If 

  End 

 

 

4.5.  Algorithm to construct IDistance matrix and determine sentiment associated with each aspect 

The algorithm in Table 8 constructs a IDistance matrix and determines the sentiment associated with 

each aspect. To construct the IDistance matrix, it lists the aspects as row headers and sentiment words as 

column headers of the matrix. IDistance between each aspect and sentiment word is calculated and written in 

the intersecting cell of aspect and sentiment word in the matrix. 

To determine the sentiment associated with each aspect, the algorithm extracts the minimum 

IDistance value from each column of the IDistance matrix and its corresponding row header (aspect) and 

column header (sentiment word). It refers to the POLARITY table to get the positive and negative scores for 

the sentiment word. If the positive score is greater than the negative score of the sentiment word, the polarity 

associated with the aspect is determined as positive. If the positive score is lesser than the negative score of 

the sentiment word, the polarity associated with the aspect is determined as negative. Table 8 shows the 

algorithm to construct IDistance matrix and determine sentiment associated with each aspect. 
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Table 8. Algorithm to construct IDistance matrix and determine sentiment associated with each aspect 
Algorithm to construct IDistance matrix and determine sentiment associated with each aspect 
Step 6  : // Construct IDistance matrix 

  // Fill the row headers with aspects 

i = 0 

j = 0 

DM[i][j] = 0 

for each word w from the ASPECT table 

Begin 

 DM[i+1][0] = w 

 i=i+1 

 next w 

end 

    

// Fill the column headers with sentiment words 

  for each word sw from the POLARITY table 

Begin 

 DM[0][j+1] = sw 

 j=j+1 

 next sw 

end 

a = number of aspects from ASPECT table 

b = number of sentiment words in the POLARITY table 

i=0 

j=0 

while (i<a) 

Begin 

 w = DM[i+1][0] 

  ai = Index of w from INDEX table 

 j=0 

 while(j<b) 

 Begin 

   sw = DM[0][j+1] 

   si = Index of sw from INDEX table 

   di = si – ai 

   DM[i+1][j+1] = di 

   j=j+1 

 End while 

  i = i+1 

End while 

 

//Associate sentiment word to its corresponding aspect 

for (each column j in DM) 

Begin 

 val = minimum(all the values in j) 

 asp = row header in DM corresponding to val in j column 

 senword = column header in DM corresponding to val in j column 

 pscore = PosScore value of senword from POLARITY table 

 nscore = NegScore value of senword from POLARITY table 

 //Determine polarity associated with aspect 

 if(pscore > nscore) 

 then 

   pol = “Positive” 

 else 

   pol = “Negative” 

 end if 

store asp, senword, pscore, nscore and pol in RESULTS table 

Print asp, senword, pscore, nscore, and pol from the RESULTS table 

 

 

5. RESULTS AND DISCUSSION 

5.1.  Dataset 

The dataset containing women's clothing reviews was obtained from an e-commerce website. 300 

records were considered for evaluating the proposed algorithm. The records were manually evaluated by 

applying the proposed algorithm. The results obtained for a few example sentences are explained in further 

sections. 

Consider three example sentences. 

Sentence 1: “I am upset because of the price of the dress.” 

Sentence 2: “This dress is perfect! So pretty and flattering.” 

Sentence 3: “I love the look and feel of this dress.” 
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5.2.  Results 

5.2.1 Parts of speech tagging 

In this stage, each word in the candidate sentence is assigned part of speech. Tables 9, 10, and 11 

give the parts of speech for each word of sentence 1, sentence 2, and sentence 3 respectively. The meaning 

given by the abbreviations is as follows. PRP is pronoun, VBP is verb, JJ is adjective, IN is preposition, DT 

is determiner, NN is noun, VBZ is verb, RB is adverb and CC is conjunction. 

 

 

Table 9. POS tagging for example sentence 1 
I Am upset because of the price Of The Dress 

PRP VBP JJ IN IN DT NN IN DT NN 

 

 

Table 10. POS tagging for example sentence 2 
This Dress is Perfect! So Pretty and flattering 

DT NN VBZ JJ RB RB CC JJ 

 

 

Table 11. POS tagging for example sentence 3 
I love the look and Feel of this Dress 

PRP VBP DT NN CC NN IN DT NN 

 

 

5.2.2. Filtering 

The filtering stage is used to retain only opinionated sentences present in the dataset and ignore non-

opinionated sentences. The filtered data is referred to as candidate data. As there are adjectives and action 

verbs present in all the example sentences, they will not be filtered. They will be considered for further 

processing. This data is called candidate data. 

 

5.2.3. Data preprocessing 

The data preprocessing stage prepares the candidate data to be processed by the AlgoDM. The 

candidate data is preprocessed by removing irrelevant data. In this stage, the exclamatory marks and periods 

are removed from the sentences. The output of this stage would be, 

Sentence 1: “I am upset because of the size of the dress” 

Sentence 2: “This dress is perfect so pretty and flattering” 

Sentence 3: “I love the look and feel of this dress” 

 

5.2.4. Indexing 

In indexing, each word in the example sentence is assigned an index value beginning with 1 for the 

first word and proceeding in increasing order. The index value indicates the position of a word within the 

sentence. Considering the example sentences, the output of this stage would be as in Tables 12, 13, and 14 

show indexing output for sentence 1, sentence 2, and sentence 3 respectively. 

 

 

Table 12. Indexing for example sentence 1 
I Am Upset Because Of The Price Of The Dress 

1 2 3 4 5 6 7 8 9 10 
 

  

  

Table 13. Indexing for example sentence 2 
This Dress Is Perfect! So Pretty And Flattering 

1 2 3 4 5 6 7 8 
 

Table 14. Indexing for example sentence 3 
I Love The Look And Feel Of This Dress 

1 2 3 4 5 6 7 8 9 
 

 

 

5.2.5. Tokenization 

In tokenization, each sentence is broken down into words. Tokenization helps in interpreting the 

meaning of the text by analyzing the sequence of the words. After tokenization, the output obtained is shown 

below. 

Sentence 1: “I am upset because of the price of the dress” 

Tokens : I, am, upset, because, of, the, price, of, the, dress 
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Sentence 2: “This dress is perfect so pretty and flattering” 

Tokens : This, dress, is, perfect, so, pretty, and, flattering 

Sentence 3: “I love the look and feel of this dress” 

Tokens : I, love, the, look, and, feel, of, this, dress 

 

5.2.6. Aspect extraction 

In the aspect extraction stage, the nouns that appear in the sentence are extracted as aspects. The 

output of this stage for example sentences is shown below. Each column of Table 15 shows the aspects 

appearing in the respective sentence. 

 

 

Table 15. Aspects appearing in example sentence 1, sentence 2 and sentence 3 
Sentence 1 Sentence 2 Sentence 3 

Price Dress Look 

Dress  Feel 

  Dress 

 

 

5.2.7. Determine the polarity of tokenized text 

In this stage, the polarity details of each sentiment-expressing word are obtained from SentiWordNet. 

The polarity details include the POS Tag, positive score, and the negative score of the sentiment-expressing 

word. The output of this stage is shown in Table 16. Table 16 shows the polarity details obtained from SWN for 

each sentiment word where the POS tag “A” stands for adjective and “V” stands for verb. 

 
 

Table 16. Polarity details obtained from SWN for sentiment words 
Sentiment Word POS Tag Positive Score Negative Score 

Upset A 0 0.375 

Perfect A 0.625 0.125 

Pretty A 0.875 0.125 

Flattering A 0.25 0 

Love V 0.5 0 

 

 

5.2.8. Construct IDistance matrix 

Constructing IDistance matrix helps in associating aspects to its sentiment-expressing word. The 

matrix consists of aspects as row headers and sentiment-expressing words as column headers. The IDistance 

matrix constructed for all the example sentences is shown below. 

Sentence 1: “I am upset because of the price of the dress”. 

Table 17 shows the IDistance matrix constructed for sentence 1. In this IDistance matrix, the 

sentiment word “Upset” has IDistance 4 from the aspect “Price” and 7 from the aspect “Dress”. Since 4 is the 

minimum distance, the sentiment word “Upset” is associated with the aspect “Price”. 

Sentence 2: “This dress is perfect so pretty and flattering” 

Table 18 shows the IDistance matrix constructed for sentence 2. In this IDistance matrix, there is 

only one aspect “Dress”. Hence all the sentiment words are associated with the aspect “Dress”. 

Sentence 3: “I love the look and feel of this dress” 

Table 19 shows the IDistance matrix constructed for sentence 3. In this IDistance matrix, there are 

three aspects and a single sentiment word “Love”. Hence, the word “Love” is associated with all the aspects. 

 
 

Table 17. IDistance matrix for example sentence 1 
Sentiment words 

 

Aspects 

Upset 

Price 4 

Dress 7 

 
 

Table 18. IDistance matrix for example sentence 2 
Sentiment words 

 

Aspects 

Perfect Pretty Flattering 

Dress 2 4 6 
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Table 19. IDistance matrix for example sentence 3 
Sentiment words 

 

Aspects 

Love 

Dress 7 

Look 2 

Feel 4 

 

 

5.2.9. Determine the sentiment associated with each aspect 

By constructing the IDistance matrix in step 8, the sentiment words are associated with the 

respective aspects. Using SentiWordNet, the positive and negative scores of the sentiment word have been 

obtained in step 7. In this stage, the sentiment polarity associated with each aspect is determined. Table 20 

shows the polarity associated with each aspect. Table 8 lists the aspects, sentiment words, their positive and 

negative score, and polarity associated with each aspect of all three example sentences. It shows that the 

aspect “Price” of sentence 1 has negative polarity while all other aspects of sentences 2 and 3 have positive 

polarity. 

 

 

Table 20. Sentiment polarity associated with each aspect 
Sentence Aspect Sentiment 

Word 

Positive 

Score 

Negative 

Score 

Polarity 

1 Price Upset 0 0.375 Negative 

2 Dress Perfect 0.625 0.125 Positive 

2 Dress Pretty 0.875 0.125 Positive 

2 Dress Flattering 0.25 0 Positive 

3 Dress Love 0.5 0 Positive 

3 Look Love 0.5 0 Positive 

3 Feel Love 0.5 0 Positive 

 

 

5.3.  Comparison of AlgoDM with existing ABSA approaches 

AlgoDM is implemented in Python and tested for accuracy using a review dataset. The dataset 

consisted of reviews on women’s clothing obtained from an e-commerce website. The following formula is 

used to calculate the accuracy of the algorithm. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑎𝑛𝑑 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑛𝑢𝑎𝑙𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑎𝑛𝑑 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑠
 

 

AlgoDM gives an accuracy of 85.3% when tested manually on 300 records of clothing review 

dataset from an e-commerce website. In comparison with existing algorithms for aspect-based sentiment 

analysis, AlgoDM provides better accuracy. Table 21 shows the comparison of the AlgoDM algorithm with 

existing ABSA approaches. 

 

 

Table 21. Comparison of AlgoDM algorithm with existing ABSA approaches 
Method/Algorithm/Concept Existing Shortcomings Improvisations in the AlgoDM algorithm 

Human-interpretable learning 

approach for ABSA that involves 

Tsetlin machines (TM) 

Accuracy provided is 78.02% AlgoDM provides a better accuracy of 85.3% 

Prompt-tuning for ABSA Involves word pair extraction, 

triplet extraction, and aspect-

term extraction. 

AlgoDM extracts aspect-term and opinion term 

reducing the overhead of redundant term extraction and 

hence improving the efficiency of the algorithm. 

Neural graph-based models used for 

ABSA 

Analyze word relations through 

dependency parsing. 

Dependency types are ignored. 

AlgoDM uses the concept of Indexing and IDistance 

Matrix to associate opinion terms with corresponding 

aspects and retains the semantic relation. 

Single generative framework ABSA tasks are treated as 

classification problems 

AlgoDM transforms ABSA tasks into text analysis 

problems rather than classification problems and hence 

preserves the semantics of the input sentences. 

DualGCN architecture Accuracy provided is 84.27% AlgoDM provides a better accuracy of 85.3% 

Sentence segment latent Dirichlet 

allocation 

Extracts only product aspects in 

ABSA 

AlgoDM extracts both aspects and opinion words. It 

also associates aspects with appropriate sentiment 

words. 
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6. CONCLUSION 

Aspect-based sentiment analysis is a process of analyzing sentiment associated with each aspect of 

an entity. In opinionated sentences, relating sentiment expressed to its appropriate aspect is challenging. 

When discussing multiple aspects in a single sentence, it is often confusing to relate aspects to their 

sentiment-expressing word. In this article, AlgoDM, an algorithm to perform aspect-based sentiment analysis 

using the novel concept of IDistance matrix is proposed. The indexing method assigns a position to each 

word in the sentence. Aspects and sentiment-expressing words are extracted from the data and the IDistance 

matrices containing aspects, sentiment-expressing words, and the distance between them are constructed. 

IDistance matrix associates the correct sentiment word to the respective aspect. Using SentiWordNet, the 

polarity of associated sentiment words is retrieved. This helps in understanding whether the opinion 

expressed on the aspect is positive or negative. The proposed algorithm can be used to perform sentiment 

analysis of any opinionated text. AlgoDM provides better accuracy compared to traditional aspect-based 

sentiment analysis methods. 
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