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 Efficiently identifying and resolving code smells enhances software project 

quality. This paper presents a novel solution, utilizing automated machine 

learning (AutoML) techniques, to detect code smells and apply move 

method refactoring. By evaluating code metrics before and after refactoring, 

we assessed its impact on coupling, complexity, and cohesion. Key 

contributions of this research include a unique dataset for code smell 

classification and the development of models using AutoGluon for optimal 

performance. Furthermore, the study identifies the top 20 influential features 

in classifying feature envy, a well-known code smell, stemming from 

excessive reliance on external classes. We also explored how move method 

refactoring addresses feature envy, revealing reduced coupling and 

complexity, and improved cohesion, ultimately enhancing code quality. In 

summary, this research offers an empirical, data-driven approach, integrating 

AutoML and move method refactoring to optimize software project quality. 

Insights gained shed light on the benefits of refactoring on code quality and 

the significance of specific features in detecting feature envy. Future 

research can expand to explore additional refactoring techniques and a 

broader range of code metrics, advancing software engineering practices and 

standards. 
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1. INTRODUCTION 

Refactoring is the process of enhancing the readability and usability of software code while 

preserving its functionality [1]. Changes must be made to the code without changing how it functions. The 

main goals of refactoring are to make the code more understandable and to make it easier to update-either the 

design or the actual code-without requiring as much work [2]. Refactoring is advantageous for several 

reasons. Firstly, it improves code understandability which makes it simpler to maintain and lowers the 

likelihood of introducing errors [3]. Furthermore, refactoring promotes code reuse by enabling its 

implementation in different projects or different sections of a program [4]. Refactoring further makes code 

simpler, which makes it easier to manage as well as more flexible in the long run. In addition to reducing 

technical debt, this helps to avoid problems and inefficiencies [5]. Another benefit is that by improving the 
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readability and understanding of the codebase, refactoring fosters collaboration among team members [6]. 

Ultimately, through refactoring, we can enhance program quality, maintainability, and performance, which 

leads to improved efficiency when working with programs and projects [7]. 

Software refactoring includes a variety of activities aimed at improving the quality, maintainability, 

and performance of the software [8]. Through following a structured method to refactoring, developers can 

ensure that the changes made to the code are safe, effective, and well-documented [9]. Software refactoring 

encompasses several activities, including identifying “code smells” which involves recognizing areas of code 

that could be refactored and enhanced or simplified, such as duplicated code, long methods, or complex 

conditional statements [1], [10]. Twenty-two types of code smells were identified by Beck et al. [11], among 

which is the widely recognized feature envy. 

Feature envy is a widespread code smell that occurs when a method in a class uses a 

disproportionate number of features or data that belongs to another class, instead of using its own data [12]. 

In other words, the method in one class seems to "envy" the features or data of another class, leading to tight 

coupling and dependency between the two classes, potentially complicating the maintenance, comprehension, 

and modification of the code [13]. Feature envy results in close coupling between classes, which may have an 

impact on the maintainability and readability of the code [14]. To address this issue, refactoring using the 

move method is proposed as “the process of moving the method that envy features to the class that owns 

them” [15]. This refactoring can reduce coupling between classes and improve code readability and quality 

[16]. To apply the move method for refactoring, it is necessary to identify the methods that cause feature 

envy at first, and after that determine which class owns the features or data being accessed. The methods can 

then be moved to that class, making any necessary updates to method calls or references in other classes. 

Addressing feature envy bad smell though the move method refactoring is an effective approach that 

can be implemented to improve the quality of software code [17], [18]. The literature proposes various 

automatic refactoring methods to aid software specialists in identifying and rectifying problematic code 

through recommended refactoring operations [19], [20]. These methods can be rule-based, data-driven using 

machine learning, or software-based to optimize predetermined metrics [21]. Every approach has its unique 

advantages and limitations. Rule-based methods tend to produce satisfactory outcomes, but creating rules for 

code smells can be challenging as it is a manual and tedious task [22]. Additionally, search-based heuristics 

endeavor to detect code smells based on predetermined metrics, necessitating the manual establishment of 

threshold values that the algorithm can use to determine whether a smell has been identified. Automating the 

detection of refactoring opportunities using machine learning can offer several advantages, including faster 

and more accurate identification of problematic code, reducing the workload on developers, and improving 

the overall quality of the codebase. Nevertheless, research indicates that it is important to ensure that the 

machine learning model is well-trained and tested to avoid introducing new problems or missing important 

refactoring opportunities. Furthermore, advanced approaches to detecting code smells based on machine 

learning require further investigation to assess their effectiveness [18], [23]. 

In this study, we present a machine learning based methodology designed for the identification of 

feature envy, a prevalent concern in code. Our proposed approach utilizes AutoML techniques to discern 

instances of code smells within the codebase and subsequently employs the move method refactoring 

technique. To gauge the impact on software quality, we conducted a comparative analysis of evaluation 

metrics, assessing their values both pre- and post-refactoring. 

The subsequent sections of this paper are structured as follows: in section 2, background information 

is provided, along with a comprehensive overview of related works in the field. Section 3 outlines the 

methods and the steps followed in the experiment. Section 4 presents the results and the discussion. Finally, 

in section 5, the paper concludes by summarizing the key findings, discussing their implications, and 

exploring potential avenues for future research. 

 

 

2. BACKGROUND AND RELATED LITERATURE 

Code smells are warning signs of potential challenges with software design or code quality, 

highlighting areas that need more research rather than severe prohibitions. One distinguishing code smell is 

feature envy, which occurs when a method expresses a stronger interest in the properties of other classes than 

its own [24]. Refactoring is a technique that emphasizes enhancing the structure of code without modifying 

its functionality. To prevent adding any problems, it is imperative to use caution when refactoring [25]. The 

move method strategy, which involves moving a method to a class, is a practical method for resolving the 

feature envy issue. This decreases dependencies while simultaneously improving the flexibility and 

maintainability of the code [26]. JDeodorant, a software tool that developers use for detecting and fixing code 

smells like feature envy, employs algorithms to analyze the code, provide refactoring suggestions, and assist 

in managing technical debt effectively [27]. 
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There is an approach to recognize chances of refactoring using the move method technique, which 

involves applying relational topic models (RTM). RTM considers both the structure and text of source code, 

enabling an understanding of how different methods are interconnected. By treating source code methods as 

“documents” and analyzing their dependencies, RTM extracts information such as method calls, identifiers, 

and comments to uncover topics and their relationships. This approach has shown promising results in 

pinpointing move method possibilities, surpassing other techniques in terms of selecting the most suitable 

methods to relocate based on topic similarity [28]. The adoption of RTM holds potential for advancing 

software engineering research and enhancing software quality by harnessing its capability to extract textual 

insights from source code. 

Undoubtedly, identifying code smells and implementing refactoring techniques like the move 

method are essential steps in enhancing software design, maintainability, and overall code quality. Tools like 

JDeodorant and approaches like RTM contribute significantly to detecting and resolving code smells, 

resulting in higher quality code bases. By addressing code smells, developers can improve the readability, 

modifiability, and performance of the software, ultimately leading to more efficient and maintainable 

systems. Such practices are crucial in the continuous improvement and evolution of software projects.  

Researchers have been working on automatically detecting feature envy for the past few decades, 

with the main goal of finding and recommending classes where methods have been mistakenly inserted. This 

study proposes the move method refactoring technique as a solution, concentrating on applying AutoML 

techniques for feature envy detection. Relocating recognized methods from one class to another includes 

ensuring they are in line with the data or behavior they most frequently interact with. This makes it simpler to 

maintain and promotes the code to be of higher quality. This section provides an overview of current methods 

that may be roughly divided into two categories: those that use machine learning techniques to identify 

feature envy and those that make use of the move method refactoring technique to improve the quality and 

maintainability of software code. Researchers are integrating these approaches in an effort to identify and 

resolve feature envy-related problems in software code, aiming to create robust and easily manageable 

software systems. 

There has been a significant amount of research that focused on understanding how code smells 

affect the quality of software. In the study conducted by Kaur [28], the researchers analyzed and evaluated 

existing literature on this topic. Their findings suggest that code smells do not have a uniform impact on 

software quality. Different code smells can have varying effects on various aspects. This literature review 

underscores the significance of exploring known code smells, considering less commonly discussed quality 

attributes, collaborating with industry researchers, and analyzing large-scale commercial software systems. 

These efforts aim to gain deeper insights and improve software development practices.  

The study conducted by Reis et al. [29] aimed to investigate the identification and visualization of 

code smells. It had two goals: first, to examine the techniques and tools discussed in previous research for 

detecting code smells, and second, to analyze the utilization of visual methods in supporting this detection 

process. To conduct the research, over eighty primary studies were collected from repositories, and a careful 

selection process was applied to choose the most relevant works. The findings revealed that the approaches 

used for detecting code smells include search-based, metric-based, and symptom-based techniques. Notably, 

a significant majority of these studies (83.1%) rely on open-source software for their analyses. 

According to a study by Rahman et al. [26], they suggest using the move method refactoring 

approach as a way to improve software design. This approach specifically targets the issue of feature envy, 

which occurs when methods are placed in the wrong class. The researchers combined factors such as 

coupling, cohesion, and contextual similarity to provide effective recommendations. They evaluated this 

approach on seven open-source projects and found that it performed better than the widely used JDeodorant 

tool in terms of precision, recall, and F measure. Additionally, they found that the accuracy of the approach 

was influenced by project standards and sizes, highlighting its benefits for software development and 

maintenance. 

The research of [30] aims to explore the current understanding of coupling smells among 

practitioners. The study identifies defining factors of coupling smells, their impacts, relationships with other 

smells, and fix options as perceived by practitioners. The results highlight gaps between scientific theory and 

practice in the detection and management of coupling smells. The article presents five lessons that serve as 

opportunities and challenges for future research, facilitating a better understanding of practitioner concerns 

for both scientists and practitioners dealing with coupling smells in software development. 

Based on a study highlighted by AbuHassan et al. [31], the researchers found 145 studies that 

examine smell detection in software design and code. They analyzed these studies to answer questions 

regarding the existing techniques for detecting smells, such as the level of abstraction (design or code), types 

of smells targeted, metrics used, implementation details, and validation methods. They identified categories 

of smell detection techniques. Interestingly, they discovered that 57% of the studies did not include any 
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performance measures, 41% omitted information about the programming language being targeted, and 14% 

of these studies did not validate their detection techniques. When it comes to the level of abstraction, 18% of 

the studies focused on detecting smells at the design level. This lack of coverage highlights the importance of 

placing emphasis on identifying smells during the design phase to address them early on. 

The research undertaken by Alfadel et al. [32] explores the connection between design patterns and 

code smells in software systems. By analyzing ten Java-based systems using analysis and association rules, 

the findings reveal that classes that utilize design patterns tend to have occurrences and frequencies of code 

smells compared to those that do not. Some specific design patterns may coincide with code smells, such as 

command patterns being associated with God class, Blob, and external duplication smells. 

In another study, Al-Obeidallah et al. [14] empirically investigated how the adapter design pattern 

impacts software maintainability. They refactored four subject systems to create versions with both pattern 

implementation and non-pattern implementation, and compared software metrics between them. The analysis 

relied on correlations to software maintainability from research. The empirical results indicate that the 

adapter pattern versions exhibit software metrics, such as [mention specific metrics], suggesting an influence 

on software maintainability.  

The study by Rizwan et al. [33] explores the importance of software module coupling in various 

design aspects, including fault prediction, impact analysis, re-assessment, and software vulnerabilities 

assessment. The research conducted an examination of coupling metrics and their coverage of significant 

factors related to coupling. The analysis revealed that although many metrics consider levels of coupling, 

they often fail to distinguish between these levels. Moreover, most metrics overlook the breadth, hiddenness, 

and rigidity of data flow, and none of the metrics consider the combined impact of these aspects. 

An interesting study conducted by Singh and Kaur [4] introduces an approach to predict code smells 

using machine learning techniques and software metrics. This approach aims to enhance software quality, 

improve maintainability, and minimize the risk of faults. The study's findings indicate that tree-based 

algorithms, specifically random forest, outperform Kernel-based and network-based algorithms in this 

context. Additionally, the accuracy of these machine learning algorithms is further improved by 

incorporating algorithm-based feature selection and parameter optimization techniques. To understand the 

predictions made by the machine learning model, local interpretable model-agnostic explanations are 

employed. Overall, this research underscores the potential of machine learning techniques in predicting code 

smells and highlights their valuable role in enhancing software quality. 

Building on previous related work, numerous studies have explored code smells, software quality, 

and design patterns. They have identified positive impacts of design patterns on software maintainability and 

the co-occurrence of code smells with certain design patterns. Despite these insights, there are still gaps in 

understanding coupling smells and the early detection of bad smells during the design phase [34]. 

Recognizing the potential of machine learning techniques in predicting code smells and enhancing software 

quality [35], our next section presents our methodology to further investigate the impacts of code smells on 

software quality and explore effective refactoring approaches. 

 

 

3. METHOD  

This study aims to detect feature envy code smells in software code through the utilization of 

machine learning techniques, subsequently addressing them through Move method refactoring. The 

methodology employed to achieve the research objectives encompasses the selection of the dataset and 

corpus retrieval, followed by the choice of a code metrics tool and the generation of measurement metrics. 

Subsequently, the integration of code metrics and the "Bartosz Walter 2018 842778" dataset is carried out. 

To enhance classifier performance, imbalanced classes are addressed using SMOTETomek sampling. The 

steps followed to fulfil the research objectives are detailed as follows: 

Step 1: Dataset selection and corpus retrieval 

In this study, the selected dataset is "Bartosz Walter 2018 842778" sourced from the "qualitas 

corpus (QC)". The dataset comprises various types of code smells, class names, and information about the 

detection tools [36]. Specifically, this dataset focuses on classes that have been identified as having code 

smells, with the detection process performed using three distinct tools. To denote the characteristics of the 

dataset, the filenames incorporate essential information. These filenames consist of the base release of the 

QC and a numerical value (25, 50, or 75). This numerical value signifies the minimum number of detectors 

(tools) that recognized a specific instance of a code smell within a class. For example, if a code smell, 

designated as X, is detected by only one out of the three tools, it will be recorded in the file marked with the 

number 25, but not in files with numbers 50 or 75. Furthermore, the dataset employs a percentage-based 

representation to indicate the detection level of code smells within classes. If all four tools identify a code 

smell in a class, the value will be 100%. Similarly, if two out of the four tools detect the code smell, the value 

will be 50%. Notably, it is essential to mention that the dataset itself lacks metrics for detecting the feature 
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envy code smell. Therefore, the next step involved extracting the necessary metrics from the QC, a 

comprehensive compilation of open-source Java systems, to supplement the dataset for further analysis and 

investigation. 

Step 2: Selection of code metrics tool and producing measurement metrics 

Metrics related to code were collected using the “Understand” tool, developed by SciTools. This 

tool is known for its functionalities, such as dependency analysis, visualization of call graphs, testing of code 

standards, and computation of metrics. It is widely acknowledged as a valuable integrated development 

environment (IDE) and plays a significant role in extracting metrics from the QC dataset. The application of 

the “understand” tool enables an evaluation of the codebase, facilitating the extraction of code metrics 

necessary for subsequent analysis. Utilizing the capabilities of the “Understand” tool ensures the effective 

measurement of code-related attributes within the QC dataset. Additionally, the research process is enhanced 

with a widely recognized tool that excels in analyzing code. Furthermore, this approach aligns with standards 

to achieve strong and reliable findings when studying code smells and associated metrics within our dataset. 

It also ensures the accuracy and robustness of the experiments, allowing for more reliable and valid 

conclusions regarding code smells and their metrics [20], [37], [38]. 

Step 3: Integration of code metrics and "Bartosz Walter 2018 842778" dataset 

To ensure a comprehensive analysis, the "Bartosz Walter 2018 842778" dataset with the code 

metrics we collected in step 2 were combined. This merging process involved matching the datasets based on 

the system ID and class full name. The resulting dataset consists of a total of 16,543 rows, with each column 

labeled to represent issues comprising 44 unique features. The primary objective of incorporating these 

metrics into the existing dataset was to simplify the prediction of instances related to feature envy bade smell. 

The combination of code metrics with the dataset enables a thorough analysis of issues in the code. By 

including these 44 features derived from code metrics, we gained insights into the structure of the code and 

potential occurrences of feature envy. Hence, enhancing our comprehensive understanding of code smells 

and their impact on software quality. The dataset we obtained, comprising code smells and their 

corresponding code metrics, provides a basis for our analysis of feature envy. This unified dataset is a 

valuable resource for conducting further statistical analysis and modeling to identify patterns and trends in 

detecting and addressing feature envy. 

Step 4: Application of the SMOTETomek sampling technique to mitigating class imbalance and enhancing 

machine learning model performance 

Analyzing the data reveals a discrepancy in the distribution of classes within our dataset as depicted 

in Figure 1. To address this issue and verify proper model training, the researchers decided to employ a 

technique known as "SMOTETomek." This method can effectively address the problem of imbalanced 

classes and improve the accuracy of our machine learning model. 

 

 

 
 

Figure 1. The unbalanced distribution of classes 

 

 

The SMOTETomek consists of two techniques: synthetic minority oversampling technique 

(SMOTE) and Tomek links. SMOTE generates samples to increase the representation of the minority class in 

the dataset while Tomek links assist in this process. SMOTE creates instances that capture the defining 

characteristics of the minority class with the goal of addressing class imbalance and creating a more balanced 

training dataset.  Concurrently, Tomek links are employed to identify pairs of instances from different classes 

that are in close proximity to each other. These pairs are potential sources of noise or misclassification in the 

data. To improve class separation and refine decision boundaries, instances from the majority class that form 

Tomek links with instances from the minority class are removed. This process enhances the overall balance 
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of the dataset and makes the decision boundaries between classes more discernible.  By integrating the 

strengths of over-sampling through SMOTE and under-sampling via Tomek links, the SMOTETomek 

approach proficiently addresses the issue of class imbalance. As a result, the training data becomes more 

representative of the underlying distribution, leading to an enhanced model performance and more reliable 

predictions on unseen data. 

The application of the SMOTETomek sampling technique aligns with improving the accuracy and 

generalization capability of the machine learning model. By rectifying the class imbalance, the model is 

trained on a more equitable and diverse dataset, which is crucial for achieving robust and unbiased 

performance in real-world scenarios. The balanced classes resulting from this step are depicted in Figure 2, 

illustrating the effectiveness of the SMOTETomek technique in achieving a more balanced representation of 

classes in the dataset. 

 

 

 
 

Figure 2. The distribution of balanced classes 

 

 

Step 5: Model selection  

 To tackle the classification challenge in this study, involving the categorization of the dataset into 

four distinct classes ("No," "Low," "Medium," and "High") based on the number of tools detecting bad 

smells, the researchers opted to utilize the AutoGluon framework. AutoGluon is an open-source AutoML tool 

specifically designed for training highly accurate machine learning models on raw tabular datasets, such as 

CSV files, using Python code. The particular module of AutoGluon employed in this study, AutoGluon-

Tabular, was chosen for its ensemble techniques and model stacking capabilities, providing advantages in 

training time efficiency compared to traditional approaches that focus solely on individual model and 

hyperparameter selection. The decision to adopt AutoGluon-Tabular was reinforced through empirical 

experiments, wherein it consistently outperformed the best combinations of its competitor tools. This 

noteworthy finding underscores the efficacy of AutoGluon-Tabular as the preferred choice for addressing the 

classification problem in the context of this study. By utilizing AutoGluon-Tabular, the researchers aim to 

enhance the accuracy and efficiency of the classification process, thereby obtaining reliable and high-quality 

results in predicting the severity of code smells based on the number of tools detecting them. The selection of 

AutoGluon-Tabular aligns with the research objective of employing cutting-edge methodologies to tackle the 

classification challenge posed by the dataset's unique characteristics. 

Step 6: model training 

The dataset was divided into three parts for this study: the training set, the validation set, and the 

testing set. The training set was used for model training, the validation set for hyperparameter tuning and 

model selection, and the testing set for evaluating the model's performance on unseen data. Figure 3 

illustrates the data splitting code. This division ensured the model's evaluation on independent data, 

mitigating overfitting and providing a more realistic assessment of its capabilities. 

 

 

 
 

Figure 3. Snippet of the code for splitting data into three parts (train, validate, and test) 
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The models were trained using the AutoGluon-TabularPredictor module. AutoGluon automatically 

identified the task as a multiclass classification problem based on the dataset's characteristics and the number 

of classes. The objective of this multiclass classification task was to classify the existence of feature envy bad 

smells.  The "TabularPredictor" package from AutoGluon efficiently employs various algorithms and 

ensemble methods to enhance model performance for multiclass classification problems. Through utilizing 

multiple machine learning models, the model learns from the data and generates accurate predictions for all 

classes, ensuring robustness in handling the complexities in multiclass classification. 

Throughout the training process, several settings were fine-tuned to optimize the models' 

performance as depicted in Figure 4. These configurations were carefully selected to achieve the best 

possible model outcomes and obtain reliable and accurate predictions for the multiclass classification of 

feature envy instances. These settings encompass the following aspects: 

a. The objective function was configured to optimize the model's performance based on specific metrics 

such as precision, recall, and F1 score. By prioritizing these metrics, the model is geared towards 

achieving the best results for the given classification problem. 

b. AutoGluon employs automated hyperparameter tuning, seeking the most suitable combination of 

hyperparameters for the models. This process effectively fine-tunes hyperparameters, such as learning 

rate, to optimize the model's performance. 

c. AutoGluon offers a diverse array of machine learning models to choose from. Through automated model 

selection, the library automatically identifies and utilizes the best-performing models on the training data. 

This comprehensive model exploration facilitates a thorough examination of various model structures and 

methodologies, ensuring an informed and effective selection process. 

Based on the aforementioned settings, the authors aimed to identify the top-performing model for 

the designated classification task through utilizing the AutoGluon-TabularPredictor library. This strategy 

capitalizes on automation while maintaining flexibility in adjusting and refining all models, ultimately 

enhancing their accuracy and predictive capabilities. 

The validation portion of the dataset was specifically employed for hyperparameter tuning and 

model selection. Hyperparameters are adjustable parameters that significantly impact the model's 

performance. By evaluating the model's performance on the validation set with varying hyperparameter 

settings, it was possible to identify the most optimal combination of hyperparameters. Conversely, the testing 

portion of the dataset was exclusively used to evaluate the model's performance on unseen data. This step 

offered an unbiased assessment of the model's generalization ability to handle novel instances beyond the 

training data. As a result, this evaluation provided valuable insights into the model's effectiveness and 

robustness when applied to real-world scenarios. 

 

 

 
 

Figure 4. Configuration settings for AutoGluon-TabularPredictor  

 

 

4. RESULTS AND DISCUSSION 

The training process encompasses 23 models, classified into 9 types as depicted in Figure 5, 

which are as follows: “RFModel,” “KNNModel,” “NNFastAiTabularModel,” “TabularNeuralNetModel,” 

“CatBoostModel,” “LGBModel,” “XGBoostModel,” “WeightedEnsembleModel,” and “XTModel.” Figure 

6 presents the top-performing models derived from the training process which involved the 23 models. 

These models were evaluated based on their respective performance metrics. 
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Figure 5. Types of trained models 

 

 

 
 

Figure 6. The top-performing models with strong predictive capabilities 

 

 

Among the 23 models, the “WeightedEnsemble_L2” emerged as the most effective model in solving 

the classification problem, exhibiting an accuracy of 77% and a macro average F1-score of 57%. As 

demonstrated in Figure 7, the model demonstrated strong learning capabilities on the proposed dataset. The 

results of training the models revealed the 20 most important features that significantly impact the 

classification process, as indicated in Figure 8. 
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Figure 7. The confusion matrix for the top best model “WeightedEnsmble_L2” 

 

 

 
 

Figure 8. The 20 most influential features impacting the classification process 

 

 

3.1.  Feature envy code smell detection results 

The best-performing model obtained from the model training process was employed to predict the 

level of feature envy code smell in a novel system named “FreeCol”. This system was sourced from the QC 

and its corresponding metrics were calculated using the “Understand” tool as shown in Figure 9. Harnessing 

the capabilities of the identified top model, the investigation focused on accurately detecting and quantifying 

instances of feature envy in the “FreeCol” system. 
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Figure 9. FreeCol system metrics using the understand tool 

 

 

The code metrics for the “FreeCol” system were assessed prior to any code refactoring using two 

distinct tools, namely the “Metric” plugin and “CKJM.” The “Metric” plugin serves as a dedicated tool 

providing metrics calculation and dependency analysis capabilities specifically designed for the Eclipse 

platform. Conversely, “CKJM” is a program that calculates Chidamber and Kemerer object-oriented metrics 

through the processing of compiled Java files' bytecode. The results of the code metric measurements for the 

FreeCol system before refactoring are presented in Figure 10. 

 

 

 
 

Figure 10. Code metrics for the FreeCol system before refactoring 

 

 

The metrics utilized in our study for the purpose of results comparison encompass the following: 

a. Weighted methods per class (WMC): WMC is an object-oriented metric introduced by Chidamber and 

Kemerer to measure complexity within a class. It quantifies the number of methods in a class, assigning 

weights to each method based on its significance in terms of complexity. 

b. Coupling between object classes (CBO): CBO represents the number of classes coupled to a given class 

in the software system. While some degree of coupling is necessary for system functionality, excessive 

coupling can lead to difficulties in maintainability and reusability. 

c. Response for a class (RFC): RFC measures the number of distinct methods and constructors invoked by a 

class. It quantifies the variety of methods executed when an object of that class receives a message (i.e., 

when a method is invoked for that object). A high RFC metric for a method can signify potential issues in 

terms of understandability, debugging, and testing of the class, thus affecting its maintainability. 

 
Fig. 9. “Freecol” system metrics using the Understand tool. 
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d. Lack of cohesion in methods (LCOM): LCOM is a measure that indicates the number of not connected 

method pairs within a class, representing independent parts with no cohesion. It quantifies the difference 

between the number of method pairs not sharing instance variables and the number of method pairs with 

common instance variables. 

e. McABE complexity: McABE complexity is a software metric used to gauge the complexity of a program. 

It quantifies the number of linearly independent paths through a program's source code, providing a 

quantitative assessment of its complexity. This metric was developed by Thomas J. McCabe, Sr. in 1976. 

The incorporation of these metrics in our study facilitates a comprehensive evaluation of the 

software system's characteristics, aiding in the comparison of different systems and identifying potential 

areas for improvement in terms of complexity, coupling, and cohesion, thereby contributing to enhanced 

software quality and maintainability. 

 

3.2.  Application of the refactoring method results 

A subset of classes predicted as “high” was subjected to refactoring using the move method 

technique, facilitated by the Eclipse IDE and assisted by the JDeodorant plugin. JDeodorant, as an Eclipse 

plugin, serves to detect design problems in Java software, aiding in the identification of opportunities for 

code improvement. Subsequently, the metrics were re-evaluated after the refactoring process, and the 

differences in metrics were meticulously calculated and analyzed, as represented in Figure 11. The first line 

in Figure 11 corresponds to the metrics before the refactoring, while the second line illustrates the metrics 

after the refactoring. The difference between the two sets of metrics is denoted as "CHANGE." 

 

 

 
 

Figure 11. Comparison of metrics before and after refactoring the feature envy code smell 

 

 

The outcomes of the analysis demonstrated that the refactoring process, specifically employing the 

move method technique to address feature envy, yielded enhancements in code quality. Notably, the 

refactoring led to a reduction in coupling, an increase in cohesion, and a decrease in the overall complexity. 

These results underscore the efficacy of the applied refactoring method in optimizing the software design, 

resulting in improved code maintainability and overall software quality. 

Following the completion of our experiment, a novel dataset comprising code metrics was generated 

to facilitate the classification of feature envy bad smells. Moreover, a comprehensive evaluation was 
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conducted involving the training and testing of 23 models using AutoGluon to identify the optimal 

classification model. Among the 23 trained models, the "WeightedEnsemble_L2" model emerged as the most 

effective, exhibiting a substantial increase in accuracy from 58% to 77%. Additionally, the research 

outcomes highlighted the 20 most influential features significantly impacting the classification of feature 

envy instances. These features play a pivotal role in accurately distinguishing and classifying instances of the 

code smell, thereby contributing valuable insights into the underlying patterns of feature envy. 

In the context of addressing the feature envy bad smell in the code, the move method refactoring 

technique was employed. Precise metrics were computed both before and after the refactoring process. The 

findings of this study demonstrate that the application of the move method refactoring has successfully 

yielded notable improvements in the quality of the code, particularly evidenced by a reduction in coupling 

and complexity, as well as an enhancement in cohesion. These results underscore the efficacy of the 

refactoring approach in enhancing software design, promoting better code maintainability, and elevating 

overall code quality. 

 

 

5. CONCLUSION 

This study introduced a new dataset that combines code metrics for the identification of feature envy 

issues using various tools. The dataset has been used in training machine learning models for classifying 

feature envy instances. By utilizing the AutoGluon, we found that the best model for our dataset is 

WeightedEnsmble_L2. This was made possible by leveraging its hyperparameter tuning capabilities, which 

significantly enhanced the performance of our model. Afterwards, we applied the move method refactoring 

technique to address instances of feature envy and assessed its impact on code quality metrics. The results 

indicated that refactoring feature envy through move method using AutoML has improved the code quality, 

reduced coupling, increased cohesion, and decreased complexity.  

In this study, we aim to focus on key areas for future research efforts. First, we want to broaden our 

experimentation by incorporating software systems, different code metrics exploring various types of code 

issues and investigating different ways to improve the code. This wider approach will give us an 

understanding of code quality and how different strategies for improving it work. Additionally, we plan to 

enhance the quality and usefulness of our dataset by including other relevant metrics and code issues, as well 

as introducing new software systems. This will make our dataset more reliable and representative for 

conducting analyses. Moreover, we will explore other AutoML libraries like AutoKeras and H2O to train our 

models and compare their performance with AutoGluon. This comparison will help us understand the 

strengths and weaknesses of AutoML approaches. We will also use techniques to fine tune the models’ 

parameters in order to improve accuracy on our dataset, aiming for the best possible configurations and 

improved predictive performance. Lastly, based on the suitable model, from our dataset we plan to develop a 

specialized tool that can automatically detect and fix any code issues that arise. 
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