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 An essential component of remote sensing, image analysis, and pattern 

recognition is image categorization. The classification of land use using 

remotely sensed data creates a map-like representation as the final form of 

the investigation. With its ability to effectively categorize satellite images, 

machine learning (ML) algorithms have gained significant traction in a 

number of fields, including land-use planning, disaster response, and natural 

resource management. Ensemble learning is also a widely used technique for 

enhancing the precision of satellite image categorization, which combines 

multiple models to get more precise predictions. Holdout is an ensemble 

technique, where multiple ML algorithms are used for training on the same 

dataset. The primary goal of this study is to create a holdout model for 

classifying satellite images. Initially, this study explores the usage of ML 

algorithms namely support vector machines (SVM), k-nearest neighbor 

(KNN), decision trees (DT), gradient boosting classifier (GBC), histogram-

based GBC (HGBC), random forest classifier (RF), bagging classifier (BC), 

XGBoost classifier for classifying satellite images. Later, GBC, HGBC, RF, 

BC, and XGBoost are combined to build a stacking model. The bagging 

ensemble model outperforms all other methods and reaches an accuracy of 

88.90%. Finally, blending models with holdout approach were developed 

and achieved accuracy of 93.70%, 94.14%, and 93.87% which outperformed 

all previous algorithms. 
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1. INTRODUCTION 

The subject area of satellite image processing is concerned with the evaluation and interpretation of 

information gathered by Earth-orbiting remote sensing satellites. These satellites utilize a variety of sensors, 

including cameras and radar, to take pictures of the Earth's surface, which may provide important details 

about everything from weather patterns to land use trends. Dealing with the enormous volumes of data that 

these satellites can gather is one of the primary problems of satellite image processing. Advanced computer 

algorithms are employed to interpret and analyze raw satellite images since the data is frequently too big and 

complicated for people to process manually.  Image enhancement, categorization, and feature extraction are 

some of the crucial methods utilized in satellite image processing. The process of feature extraction is 

https://creativecommons.org/licenses/by-sa/4.0/
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defined as locating particular elements, such as roads and houses, inside a picture. Numerous industries, 

including environmental monitoring, agriculture, and urban planning, use satellite image processing. For 

instance, agriculture yields, urban growth, and deforestation rates can be tracked using satellite images. 

Therefore, Satellite image processing is crucial for comprehending and handling our planet's resources as 

technology and computer power develops. The existing methods for classifying images captured by satellites 

can be improved in terms of performance and simplicity. This research suggests a potentially quite successful 

deep learning-based method for classifying and labeling satellite images. 
Usage of remote sensing image-classification benchmark-128 (RSI-CB-128), a crowd-sourced 

geographic dataset comprising 36,707 images split across 45 classes, to train our designs. A few fully 

connected layers, such as global average pooling, and dense layers with activation functions, such as softmax 

and rectified linear unit (ReLU), were included, along with several deep learning approaches, including 

transfer learning [1]. The performance of supervised scene classification is limited by the lack of labeled 

remote sensing images as compared to the field of natural images, and unsupervised methods are not as 

suitable for practical applications. Thus, this paper presents a generative adversarial network-based semi-

supervised remote sensing image scene classification technique [2].  
These days, land usage land cover (LULC) can be obtained faster relatively because of the quick 

advancements in machine learning, geographic information systems, and remote sensing. To categorize land 

use, the data from satellite images is processed. This approach is more advantageous than traditional field 

surveys in the real area in a number of ways, including savings on time and money [3]. To increase 

classification accuracy, satellite images must be effectively classified. This research proposes the use of 

optimal feature selection in conjunction with hierarchical framework and ensemble learning (HFEL) for 

accurate satellite image recognition. The hierarchical framework image is used to extract relevant features 

using three distinct types of convolutional neural networks (CNN): AlexNet, LeNet-5, and a residual network 

(ResNet) [4]. 

This work uses an ensemble model made up of the following components to provide a novel 

staggered training approach: i) A high-accuracy, resource-intensive vision transformer and ii) a low-count 

convolutional neural network with quick training, but lower accuracy. An accurate base model that is 

scalable is offered by the vision transformer. The ensemble model of a CNN rapidly absorbs fresh data [5]. 

The state-of-the-art automated satellite image classification techniques, such as nearest neighbors, 

naive Bayes (NB), support vector machine (SVM), discriminant analysis, random forests (RF), decision trees 

(DT), semi-supervised, CNN models, deep CNN, and hybrid approaches, are the main focus of this paper 

after presenting the conventional supervised techniques [6]. One of the more alluring solutions is optical 

remote sensing since it provides vegetation indices and some data are freely available. Sentinel-2A in 

particular provides some vegetation indices calculated to assess vegetation status. It has a multispectral 

sensor (MSI) with blue, green, red, and near-infrared-1 bands at 10 m; red edge 1 to 3, near-infrared-2, and 

shortwave infrared 1 and 2 at 20 m; and three atmospheric bands (band 1, band 9, and band 10) at 60 m [7]. 

Because it makes it possible to compute vegetation indices, which are helpful for evaluating the 

condition of vegetation, optical remote sensing is one of the most alluring methods for creating crop cover 

maps. Numerous vegetation indices are available from the Sentinel-2A multispectral instrument (MSI), a 

multispectral sensor with 13 bands that covers the visible, near infrared, and short-wave infrared (SWIR) 

wavelength areas [8]. Preeminent methods for predicting agricultural land usage primarily depend on data 

that is sensed locally, including farmer questionnaires conducted during field visits and rainfall observations. 

Although locally sensed data offer rich information, they are very expensive to gather, loud, and challenging 

to scale. A potential remedy is provided by the combination of contemporary machine learning techniques 

with remote sensing and satellite imagery data, which are inexpensive and widely available resources [9]. 

Deep neural networks (DNNs) have gained significant traction in the field of remote sensing 

recently and are used for a variety of applications. Nevertheless, more work needs to be done to improve the 

DNNs' robustness and generalizability in order to achieve higher accuracy for a wider range of sensing 

geometries and categories [10]. Because machine learning algorithms can detect nonlinear connections, they 

are being used more and more in remote sensing applications. Many real-world applications have 

incorporated ensemble algorithms to increase prediction accuracy. We present a synopsis of three popular 

ensemble methods: stacking, boosting, and bagging [11]. 

Among the many uses for satellite images is land cover and crop (LCC) mapping, which requires 

accurate classification. Due to its ability to mix and integrate numerous classifiers, ensemble classifiers have 

demonstrated extraordinary performance in satellite image categorization in recent years. This study 

introduced per-pixel accuracy-based ensemble of extreme learning machine (PAELM), a revolutionary 

approach for classifying satellite images [12]. 

Satellite imagery is essential for environmental monitoring, law enforcement, and disaster 

assistance. Some users require assistance from humans to manually identify the buildings and objects in the 
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pictures. Automation is essential because of the large locations that must be explored and the limited number 

of analysts available. To address the issue, however, conventional methods for item identification and 

classification need to become more accurate. For automating these tasks, a class of machine learning methods 

known as "deep learning" has showed promise [13]. 

The Brovey transform, principal component analysis, and CNN have been proposed as an efficient 

method of classifying satellite images. This method has been used to multispectral Landsat 8 operational land 

imager (OLI) satellite imageries. To distinguish between different land cover classifications, the descriptions 

are divided into five classes. The computation of the kappa coefficient and other accuracy systems of 

measurement are used to evaluate the predicted technique. The obtained data verify that the anticipated 

method produces results with a high degree of precision. A comparative analysis of the results using the more 

sophisticated procedures shows that the projected strategy outperforms the alternative methods. As a result, 

the proposed method can be effectively applied to address the challenges associated with land cover 

classification [14]. 

This study develops a system to categorize satellite images and extract data using image processing 

methods. Satellite images have been divided into usable and unused areas, and each of the classes has been 

further divided into four groups. Unused satellite images are separated into forest, river, desert, and beach 

areas, while usable images are further categorized into residential, commercial, industrial, and agricultural 

areas. This study concentrated on effective classification of satellite images [15].  
For many practical applications, the classification of hyperspectral images (HSI) is widely used in 

the analysis of remotely sensed satellite pictures. This study combined the HybridSN and inception residual 

network architectures with a suggested architecture that was inspired by Inception. Better spectral-spatial 

learning features are made possible by the proposed architecture's 3D and 2D inception blocks. Three well-

known public HSI datasets were used for the studies [16]. 

In many countries, spatiotemporal land use and land cover change (LULCC) is accelerated by 

population increase, resulting in a diversity of landscapes. The upshot of the dynamic and frequent LULCC 

process is fragmented land cover. This work's primary objective was to clarify how various machine learning 

algorithms performed in three different spatial and multispectral satellite image categorization tasks among 

specialists from both urban and rural locations. The most efficient algorithms for LULC classification have 

been found by performing atmospheric and geometric correction using a set of moderate and higher 

resolution images (Landsat-8, Sentinel-2, and Planet images) with similar phenological phases [17]. 
The lack of a single categorized high-resolution dataset with many class labels has also impeded the 

advancement of satellite image analytics. Two novel satellite datasets, SAT-4 and SAT-6, will be presented 

first. Secondly, a classification method that extracts topographies from a participation image, regularizes 

them, and provides the standardized feature directions to a deep belief network for cataloguing will be 

projected. Our system achieves a 97.95% categorization accuracy on the SAT-4 dataset, outperforming 

sophisticated object recognition techniques. The suggested approach achieved a 93.9% classification 

accuracy on the SAT-6. The superiority of unsupervised learning over traditional supervised learning 

techniques was demonstrated by related models using a random forest classifier. A numerical study based on 

the intrinsic dimensionality approximation and distribution separability principle validates the value of the 

suggested approach in acquiring better representations for satellite images [18]. 

The classification of satellite images using a perceptron neural network with the learning rule 

LEARNPN and the transfer function HARDLIM is shown in this paper. Earlier classification, the improved 

images are separated into a number of blocks and feature mining is agreed out by principal components 

analysis (PCA). As color plays a significant part in distinguishing the substances in the satellite images, color 

evidence is used in mining important topographies. Fifty images from Landsat are utilized for training and 

testing of the outcomes. The substances in the classes of water, land and vegetation are recognized based on 

red green blue (RGB) components. It is determined that selecting a suitable block size affects the 

categorizing correctness [19]. 

Convolutional neural networks have been successfully applied to multimedia techniques and used to 

create a scheme that can handle categorization without the need for human participation. Deep learning-based 

operational methods for classifying satellite images that leverage convolutional neural networks for feature 

extraction employing pretraining techniques from AlexNet, visual geometry group-19 (VGG-19), 

GoogLeNet, and ResNet50. Using three independent datasets (SAT4, SAT6, and UC Merced Land), the 

ResNet50 strategy achieves a more favorable result than other methods [20]. 

A PC-based incremental system is suggested in this study. For each image set, the edges are 

detected using the Canny operator on the panchromatic images, and to identify the vegetated areas to be used 

for masking, the normalized difference vegetation index (NDVI) is applied. Then, the discovered edges are 

improved using the edge thinning and division technique. Roads are automatically or semi-automatically 

derived from satellite images [21]. 
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The ability of model stacking to lessen the effects of model bias and overfitting is one of main 

benefits. Final forecast is less inclined to be impacted by flaws or biases of a single model when numerous 

models projections are integrated. It can assist to capture a wider variety of information and increase overall 

prediction accuracy. Figure 1 represents the flow of a Blending approach where any four ML algorithms are 

considered as base models and one model is treated as a meta model. There are training and testing sets 

inside the data set. The identical training set and testing set are used to train and test each of the four base 

models. Once the test set is input into these base models, four different predictions P1, P2, P3 and P4 will be 

generated. These predictions will be merged and created as a meta training set on which the meta model 

(second level algorithm) will be trained. Finally, the test set is given as input to the meta model for making 

predictions. These predictions will be relatively accurate than the predictions done by individual base models.  
There is a flaw in the blending approach. As the base models and meta model are trained on the 

same data set and because of overfitting and data leakage, the model may perform well on training sets but 

poorly on test sets. This flaw can be rectified using the holdout approach. 
The dataset is first split into training and testing subsets in the holdout method. A training set and a 

validation set are further divisions of the training set. The various ML algorithms of the base model stack are 

trained using the training subset. The next step is to apply the validation set to the trained base models. These 

models will make some predictions. These predictions will be used as a training set for the meta model. The 

test set from the first step will be used for evaluating the blending model. The creation of the prediction set 

from the base models is shown in Figure 2. The blending strategy, shown in Figure 3, involves training a 

meta model on top of the underlying models' predictions. As an assessment set, the test set produced during 

the first data set split will be utilized. Blending uses a "one-holdout set", or a small portion of the training 

data (validation) to make predictions that will be "stacked" to form the training data of the meta-model, 

whereas stacking uses a k-fold validation scheme to generate the meta-model. In order to create the meta-

model test data, predictions are also formed from the test data. 
 

 

 
 

Figure 1. Blending approach 
 

 

 
 

Figure 2. Generation of prediction from the base models 
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Figure 3. Blending using holdout approach 

 

 

2. METHOD 

2.1.  Image classification using machine learning 

For image categorization problems, machine learning methods have been frequently employed. 

Some of the common machine learning techniques used in image categorization include supervised learning, 

unsupervised learning, and deep learning. The most popular method for classifying images is supervised 

learning, in which a computer learning model is trained on a labelled dataset. By minimizing a loss function, 

the model in this method learns to map input pictures to their associated labels. DT, logistic regression (LR), 

SVM, and neural networks are a few of the well-liked supervised learning methods used in image 

categorization. Following algorithms were implemented in this paper: 

a. Support vector machines (SVM): SVMs' capacity to generalize successfully even with few training data 

makes them very useful in the field of remote sensing. There are several kernel types in SVM: 

− We employed the radial basis function (RBF) kernel with parameter 𝑔𝑎𝑚𝑚𝑎 = 0.1, 𝑐 = 0.01. 

− We also implemented SVM using two other kernels: ‘Linear’ and ‘Polynomial’ [22]. 

b. K-nearest neighbors (KNN): KNN merely memorizes the training data and applies it to forecast new data 

points. This algorithm was implemented with a parameter ‘𝑛_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠’ of value 400. 

c. Decision trees (DT): DT work by repeatedly dividing the data into the features that are most relevant to 

the job at hand, until a halting requirement is met. We used this algorithm with the parameters: 

𝑚𝑎𝑥_𝑑𝑒𝑝𝑡ℎ = 4, 𝑚𝑎𝑥_𝑙𝑒𝑎𝑓_𝑛𝑜𝑑𝑒𝑠 = 4. 

 

2.1.1. Image classification using ensemble learning 

By merging many models or classifiers, ensemble learning is a potent technique for enhancing the 

accuracy and resilience of image classification systems. By mixing many models with various interpretability 

traits, ensemble learning may also be utilized to enhance the interpretability of image classification models. 

For instance, one model may be built to make predictions that are more accurate, while another model might 

be built to provide users more information about how a categorization choice was reached. The following 

classifiers were used: 

a. Gradient boosting classifier: It is a powerful classifier created by combining many weak classifiers. The 

GBC technique builds a weak beginning classifier, like a decision tree, then repeatedly strengthens it by 

adding more weak classifiers that concentrate on the samples that the original classifiers misclassified. 

One of the GBC model's hyperparameter: ‘𝑛_𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟𝑠’, was given a value of 100 and other 

hyperparameters were also carefully adjusted to prevent overfitting. 

b. Histogram-based gradient boosting classifier: Decision trees are iteratively added to the model in order 

for the histogram-based gradient boosting classifier to function. 

c. Random forest classifier: To provide a final forecast, random forest constructs several decision trees and 

combines their predictions. To lessen overfitting and boost generalization, each tree is constructed using a 

random portion of the training data and a random subset of the features.  

d. Bagging classifier: An ensemble classifier that employs bagging to boost performance is known as a 

bagging classifier. A decision tree is often the base learner in a bagging classifier, however other learner 

types may also be utilized. We have used k neighbor classifier as the base estimator for this ensemble 

algorithm with ‘𝑛_𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟𝑠 = 200’. The forecasts of all the models are averaged to provide the final 

projection. 

e. XGBoost classifier: The XGBoost method builds an ensemble of decision trees, each one created 

sequentially to fix the flaws of the one before it. This strategy assists in reducing the loss function, which 

enhances the model's general accuracy. 
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f. Stacking ensemble model: To determine how to combine the predictions from two or more underlying 

machine learning algorithms, stacking employs a meta-learning algorithm. For the base models that are 

required for stacking, we have combined the above mentioned five ensemble algorithms and used 

‘𝐿𝑜𝑔𝑖𝑠𝑡𝑖𝑐𝑅𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛’ as the meta-learner model. In comparison to individual learners, the meta-model 

delivered even better accuracy by combining the predictions of the base models. 

Most of classical machine learning algorithms suffer from scoring optimal classification 

performance over multi-spectral images. In this study, we propose stack-based ensemble-based learning 

approach to optimize classification performance [23]. Aiming at evaluating the advantages of classifier 

ensemble strategies and object-based image analysis (OBIA) method for satellite data classification under 

complex urban area [24]. It would be vitally necessary to implement machine learning methods for 

classification purposes to support the graphics processing unit (GPU) systems to work faster [25]. 

 

2.1.2. Dataset and experimental setup 

The dataset selected for this research is satellite image classification dataset-RSI-CB256 [26]. This 

dataset has a total of 5,361 images divided into 4 classes mixed from Sensors and google map snapshot. The 

images are classified into cloudy (1,500), desert (1,131), green_area (1,500) and water (1,500). Figure 4 

depicts sample images from the dataset. The data set was divided into training and testing sets in 80:20 ratio 

and for holdout it was divided into 70:15:15 for training, validation and testing. 

In order to classify these images using machine learning and ensemble learning algorithms, we need 

a certain set of features for the provided data. Hence, we have applied first order statistical feature extraction 

by considering mean and standard deviation as main features for the provided data. Finding patterns and 

connections in the data that may be utilized to generate precise predictions or classifications is the aim of 

statistical feature extraction. 

 

 

    
 

Figure 4. Sample images from data set includes water, green_area, cloudy and desert (left to right) 

 

 

To develop the models, Google Colaboratory environment was used [27]. This platform is employed 

because it offers free high-end GPUs that can be used to process images swiftly and train models at a faster 

pace. After opening Google Colab in the browser, we can go to ‘Runtime’ → ‘Change runtime type’ → 

NVIDIA Tesla K80 GPU to enable the processor. The initial dataset is divided for 80% Training and 20% 

Testing. We have applied SVM classification algorithm, KNN classification algorithm and DT machine 

learning algorithms for specific parameters on the Satellite RSI dataset. Later, the ensemble learning 

algorithms, GBC, histogram-based GBC, random forest classifier, bagging classifier, XGBoost classifier 

were also applied to this dataset. All the ensemble learning algorithms were provided to the stacking 

ensemble learning model and integrated together to improve the overall accuracy that is provided by the 

separate ensemble algorithms. Blending using holdout approach was performed in three models by keeping 

the base model stack same and changing the Meta model. 

a. Blender 1 (logistic regression as Meta model) 

Gradient boosting, histogram-based gradient boosting classifier, random forest, bagging classifier 

and XGBoost classifier were considered as the base models. Logistic regression was considered as meta 

model. These models were hyperparameter tuned using GridSearchCV.  

# Step 1: Split the data into training and test sets 

# Step 2: Split the training data into training and validation sets 

# Step 3: Train the base models with hyperparameter tuning using GridSearchCV on the training set 

# Step 4: Make predictions with the base models on the validation set 

# Step 5: Combine predictions from the base models to create a new feature matrix for meta-model 

# Step 6: Train the meta-model (LR) on the new feature matrix with hyperparameter tuning. 

# Step 7: Make predictions with the blending model on the test set 
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# Step 8: Combine the predictions from the base models on the test set to create a new feature matrix for 

the meta-model 

# Step 9: Make predictions with the blending model (using base models' predictions as input to the meta-

model) on the test set 

# Step 10: Evaluate the blending model's performance on the test set 

b. Blender 2 (Random forest as Meta model) 

Gradient boosting, histogram-based gradient boosting classifier, random forest, bagging classifier 

and XGBoost classifier were considered as the base models. Random forest was considered as Meta model. 

These models were hyperparameter tuned using GridSearchCV.  

# Step 1: Split the data into training and test sets. 

# Step 2: Split the training data into training and validation sets. 

# Step 3: Train the base models with hyperparameter tuning using GridSearchCV on the training set. 

# Step 4: Make predictions with the base models on the validation set. 

# Step 5: Combine predictions from the base models to create a new feature matrix for meta-model. 

# Step 6: Train the meta-model (random forest) on the new feature matrix with hyperparameter tuning. 

# Step 7: Make predictions with the blending model on the test set. 

# Step 8: Combine the predictions from the base models on the test set to create a new feature matrix for 

the meta-model. 

# Step 9: Make predictions with the blending model (using base models' predictions as input to the meta-

model) on the test set. 

# Step 10: Evaluate the blending model's performance on the test set. 

c. Blender 3 (XGBoost as the Meta model) 

Gradient Boosting, histogram-based gradient boosting classifier, random forest, bagging classifier 

and XGBoost classifier were considered as the base models. XGBoost was considered as Meta model 

# Step 1: Split the data into training and test sets. 

# Step 2: Split the training data into training and validation sets. 

# Step 3: Train the base models with hyperparameter tuning using GridSearchCV on the training set. 

# Step 4: Make predictions with the base models on the validation set. 

# Step 5: Combine predictions from the base models to create a new feature matrix for meta-model. 

# Step 6: Train the meta-model (XGBoost) on the new feature matrix with hyperparameter tuning. 

# Step 7: Make predictions with the blending model on the test set. 

# Step 8: Combine the predictions from the base models on the test set to create a new feature matrix for 

the meta-model. 

# Step 9: Make predictions with the blending model (using base models' predictions as input to the meta-

model) on the test set. 

# Step 10: Evaluate the blending model's performance on the test set. 

 

 

3. RESULTS AND DISCUSSION 

 The paper performed satellite image classification by creating solo models as well as ensemble 

models. When evaluated on the 5,361 images of the RSI-CB256 dataset, SVM (RBF) model achieved  

72.84%, SVM (linear) model achieved 73.38%, SVM model 68.32 %, KNN model 80.56% and DT model 

achieved 75.33 % respectively. Table 1 represents the accuracy of solo models created from SVM (RBF), 

SVM (linear), SVM (Polynomial), KNN and DT. In the solo models KNN based model outperforms the 

other models with an accuracy of 80.56%. Figure 5 visualizes Table 1. SVM (polynomial) is the worst 

performer with 68.32% succeeded by SVM (RBF) 72.84%, SVM (linear) 73.38%, DT 75.33% succeeded by 

KNN 80.56% which is the best performer of the lot. 

 

 

Table 1. Results obtained from solo machine learning algorithms 
S. No Algorithm Accuracy (In %) 

1 SVM (RBF) 72.84 

2 SVM (linear) 73.38 
3 SVM (Polynomial) 68.32 

4 KNN 80.56 

5 Decision Tree 75.33 

 

 

In the second set of experiments this paper applied the ensemble techniques on the dataset and 

achieved results as shown in Table 2. A total of nine ensemble models were designed for classifying satellite 

images. The gradient boosting classifier achieved an accuracy of 86.33% in classifying the satellite images. 
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Histogram variant of the gradient boosting classifier classified the images with an accuracy of 87.84%. The 

random forest-based model identified 84.20% of the images that were input to it correctly. The bagging 

ensemble model recognized 88.90% of the images accurately. The XGBoost model achieved an accuracy of 

87.84% accuracy whereas the stack model achieved 88.19% accuracy. Clearly the blended models 

outperform other normal ensemble models including the stack model by showing an accuracy rate of 93.7%, 

94.14% and 93.87% respectively. Figure 6 is a graphical representation of the rate of accuracy achieved from 

each model. Out of the three blended models, blender 2 that uses random forest as Meta model stands top 

with an accuracy rate of 94.14 followed by blender 3 (XGBoost Meta model) and blender 1 (logistic 

regression Meta model). All experiments were performed using Google Colaboratory environment using 

python. 

 

 

 
 

 

Figure 5. Performance of machine learning models 

 

 

 
 

 

Figure 6. Accuracy of ensemble learning algorithms 

 

 

Table 2. Results obtained from ensemble learning algorithms 
S. No Model Accuracy (in %) 

1 Gradient boosting classifier 86.33 

2 Histogram-based gradient boosting classifier 87.84 

3 Random forest 84.20 
4 Bagging classifier 88.90 

5 XGBoost classifier 87.84 

6 Stack model 88.19 
7 Blender 1 93.70 

8 Blender 2 94.14 
9 Blender 3 93.87 
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4. CONCLUSION  

Now-a-days accurate classification of satellite images is a critical task as weather forecasting, 

mining, military intelligence, real estate and routing are dependent on this area. With the increase in 

computing power machine learning algorithms are proving to be a big boon in this field. This paper created 

two sets of satellite image classification models namely solo and ensemble models. The experiments 

conducted by this research revealed that even though the solo models require less time to classify, they lack 

accuracy when compared to ensemble models. In the ensemble models blending models with handout 

approach perform well when compared with the boosting and stack models. The blender model 2 that uses 

Random Forest as meta model outperformed all other models with an accuracy of 94.14%. In future this 

work plans to use different datasets to prove the efficiency of blending methods. Even deep learning methods 

can be used to classify the satellite images. 
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