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 The exponential advancements in recent technologies for surveillance 

become an important part of life. Though the internet of things (IoT) has 

gained more attention to develop smart infrastructure, it also provides a large 

attack surface for intruders. Therefore, it requires identifying the attacks as 

soon as possible to provide a secure environment. In this work, the network 

intrusion detection system, by applying the ensemble model (NIDSE) for 

Smart Homes is designed to identify the attacks in the smart home devices. 

The problem of classifying attacks is considered a classification predictive 

modeling using eXtreme gradient boosting (XGBoosting). It is an ensemble 

approach where the models are added sequentially to correct the errors until 

no further improvements or high performance can be made. The 

performance of the NIDSE is tested on the IoT network intrusion (IoT-NI) 

dataset. It has various types of network attacks, including host discovery, 

synchronized sequence number (SYN), acknowledgment (ACK), and 

hypertext transfer protocol (HTTP) flooding. Results from the cross-

validation approach show that the XGBoosting classifier classifies the nine 

attacks with micro average precision of 94% and macro average precision of 

85%. 
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1. INTRODUCTION 

Smart home systems are most sought after these days for securing homes conveniently and 

automatedly. They are also used for efficient resource management as well. It is particularly useful for 

wellness-assisted living, monitoring the health condition of older adults who prefer to stay in their homes 

rather than be in hospitals. Despite so many benefits, smart home systems have security and privacy 

concerns, especially with baby monitors being hacked. Mirai's malware attack is on closed-circuit television 

(CCTV) systems, which has questioned the security and privacy of smart home systems. 

https://creativecommons.org/licenses/by-sa/4.0/
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Technically, these smart home devices have firmware with limited hardware and memory capacity, 

so neither an antivirus nor a patch can be applied. The end users of smart home devices often need more 

technical knowledge to handle these devices in case of a breach or a hack. Also, the heterogeneous nature of 

the multitude of devices available in the market needs a common protocol and standard, which lacks security 

by design. To counter these issues, all the smart home devices used in a home should be monitored and 

tracked by a gateway/central hub to provide end-point security. When an intrusion or an abnormal event 

occurs, proper alert messages should be generated, and the end users must be notified. The proposed system 

in this work introduces a smart hub device that passively monitors the traffic of the smart home devices 

connected in a home. 

A network intrusion detection (NID) system using a random forest (RF) algorithm is discussed in 

[1]. It clusters the data after preprocessing to classify the attacks effectively. Asymmetrical uncertainty-based 

feature sub-set selection is employed to select the sub-set of features. A comprehensive review of the 

intrusion detection system (IDS) is discussed in [2]. Different signature-based and network-based intrusion 

detection systems are evaluated by the use of a support vector machine (SVM), genetic algorithms, hidden 

Markov model, decision tree (DT), k-nearest neighbors (KNN), and random forest (RF). Deep learning (DL) 

based NID system is discussed in [3]. It uses one one-dimensional convolution layer and a pooling layer to 

extract the deep features and then a dense layer that utilizes a neural network for intrusion detection. 

A systematic study of NID systems is discussed in [4]. The strengths and limitations of different machine 

learning (ML) algorithms such as DT, SVM, KNN, and artificial neural network (ANN), and DL algorithms 

such as autoencoder, recurrent neural networks (RNN), convolution neural network (CNN), deep neural 

network (DNN), and deep belief neural network (DBNN) are described. 

A weighted RF feature selection approach is discussed in [5] for NID based on Gini impurity. It is a 

binary classification system. In the preprocessing step, categorical feature encoding is employed first, 

followed by feature selection and scaling. After scaling, classifiers such as DT, AdaBoost, and gradient 

boosting trees are employed for the classification. A flow-based NID is described in [6]. It uses energy-based 

flow classifiers instead of using conventional ML classifiers. It is based on the inverse statistics of labeled 

benign samples to infer the statistical model. A DBNN-based NID system is discussed in [7]. The 

backpropagation training algorithm in the CNN is replaced by an extreme learning machine (ELM). Also, a 

gray wolf optimizer is used to optimize the ELM's parameters. A hybrid classification system for NID is 

discussed in [8]. It provides real-time detection by classifying the packets when it is received. It uses DT and 

AdaBoost DT classifiers for detecting attacks. A combination of naive Bayes (NB) and SVM is discussed for 

NID in [9]. These classifiers are deployed in different layers for the classification, and principal component 

analysis is used to analyze the common properties of different attacks. Genetic algorithm (GA) based feature 

selection for NID systems is discussed in [10]. It employs DT as a fitness function and classifies the attacks 

as normal or abnormal. It uses RF, NB, and DT as classifiers for detection. Different feature selection 

approaches include Cuckoo search [11], butterfly optimization algorithm [12], particle swarm optimization 

(PSO) [13], and GA [14], [15]. A multipath delay commutator has been proposed to enhance the throughput 

and speed [16], [17]. Though, several experts need help to trust ML [18]. A baby monitor is hacked, and the 

hacker controls the camera and reportedly talks with the kid [19]. This and a few other similar incidents put 

the security and privacy of smart homes under concern. The vulnerabilities of the D-Link internet protocol 

camera (DCS930L) make weak authentication, which causes a type of replay attack [20], [21]. Experiments 

on smart home devices like Nest smoke alarms, Philips light bulbs, and WeMo switches showed that 

messages are not encrypted and transferred in plain text. Hackers could use this information to detect the 

presence and to launch back door or replay attacks. Figure 1 shows the attacker sniffing wireless packets to 

detect the activities inside the home. 

 

 

 
 

Figure 1. Attacker sniffing wireless packets to detect the activities inside the home 
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From Figure 1, any passive hacker within 10 m of the target home can passively sniff encrypted 

packets of the interactions with smart home devices [22]. Mirai, a distributed denial of service (DDOS) 

attack, affected many IoT systems like IP cameras and home routers, which made the internet inaccessible to 

users. A Botnet is a collection of devices in a network that an adversary outside of the network controls. 

There are nearly 13 variants of Mirai reported by early 2020. The attack initiated from a group of "IoT" 

makes it difficult to trace the malware as it bypasses normal DDOS tracking mechanisms. Table 1 describes 

the malware attacks on the network level [23]. 

 

 

Table 1. Malware attacks on network level 
S.No Attack name Description 

1 Transmission control 

protocol (TCP) SYN 

The three-way TCP Handshake is exploited. The attacker sends many TCP synchronized 

sequence number (SYN) packets to the victim with the spoofed address. The acknowledgment 
(ACK) packets will be sent to the spoofed address, making the victim wait indefinitely. 

2 Push and ACK TCP packets with the PUSH flag and ACK flag set are sent from the agents to the victim. 

These flags instruct the victim machine to unload all data in the incoming TCP buffer 
3 Internet control message 

protocol (ICMP) flood 

A large volume of ICMP ECHO REQUEST packets or packet internet or inter-network Groper 

(PING) Packets are sent by the agents to the victim, saturating the Bandwidth 

4 User datagram protocol 
(UDP) flood 

Several UDP packets are sent to random ports of the victim, exhausting the bandwidth. 

5 Smurf Attack A large ICMP REQUEST Echo messages are sent to an amplifying machine with destination 

addresses spoofed with the victim's internet protocol (IP) address. When the amplifier machine 
sends "Ping" messages in the network, all the devices in the network send end ICMP packets 

to the victim device while shutting down the victim device. 

6. Fraggle attack Similar to the Smurf attack, where UDP Echo packets are sent, creating an infinite attack loop 
7 Domain name system 

(DNS) flood attack 

A lot of spoofed DNS packets are sent. This attack is difficult to identify as spoofed packets 

look similar to legitimate packets. 

8 HTTP flood attack This is like a replay attack where spoofed HTTP requests are sent to the victim. 

 

 

Table 1 shows malware has categorized the DDOS attacks into eight categories based on the 

architecture. They are the agent-handler, reflector, internet relay chat (IRC)-based, web-based, and peer-to-

peer (P2P)-based models. At the protocol level, DDOS attacks are categorized into host-based attacks where 

the device's firmware is physically hampered with robot (BOT) software, network-based, and application-

based attacks. They also give a brief description of malware attacks at the network level. In this work, an 

efficient NIDSE is designed with the help of XGBoosting to classify attacks in smart home devices.  

The rest of the paper follows: section 2 discusses the typical steps in NID systems and the proposed 

system using the XGBoosting classifier. Section 3 discusses the classification performances of the proposed 

NIDSE on the IoT network intrusion (IoT-NI) dataset, which has nine categories of network attacks, 

including normal data. The final section concludes the proposed NIDSE for smart home devices. 

 

 

2. METHODS AND MATERIALS  

The IDSs are classified into host-based IDS (HIDS) and network-based intrusion detection systems 

(NIDS). HIDS is the monitoring activities performed on host/endpoint devices. This typically included 

routine system checks, call checks, and file system scans. A device driver software or agent program can 

perform the checks. NIDS monitors the network device using the NIDS sensor installed in the device, which 

can be a router, gateway, or a dedicated device for passively copying and scanning network traffic.  

The typical NIDS comprises four steps: a data source, data preprocessing, a decision-making 

method, and a defense response [24]. In this work, the input data is obtained from smart home devices such 

as smart cameras, smart lights, smart assistance devices, and wireless modems. The obtained information is 

cleaned in the preprocessing stages by removing the duplicates, replacing the missing values, and removing 

noisy details. In the next module, ML is widely used for anomaly detection to automate the process and deal 

with the huge number of data that must be processed without writing specific code separately. NIDS should 

be trained with ML algorithms to build a model to classify DDOS attacks at the edge device. The power of 

ML tools lies in detecting and analyzing network attacks without having to describe them as previously 

defined accurately. ML can aid in solving the most common tasks, including regression, prediction, and 

classification in the era of extremely large amounts of data. This study uses XGBoosting as an ML approach 

for anomaly detection in smart home devices. 

 

2.1.  XGBoosting classifier  

XGBoosting is an effective implementation of a stochastic gradient boosting algorithm. It can even 

handle class imbalance problems by fine-tuning the parameters to pay more attention to minority classes in a 
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skewed distribution. It involves three elements: optimization of the loss function, predictions by a weak 

learner, and minimizing the loss function by an additive model with weak learners. The optimization function 

should be chosen based on the type of problem being solved. However, any generic and differential loss 

function can be used in the boosting framework. Figure 2 shows the XGBoosting procedure. 

 

 

 
 

Figure 2. Procedure of XGBoosting 

 

 

In gradient boosting, DT is used as the weak learner. The best splits are chosen based on the purity 

scores, and the trees are constructed greedily. To ensure the learners remain weak, large trees are generally 

constructed with many levels. A gradient descent procedure is employed when adding a tree to minimize the 

loss in the additive model. All the string values are converted to numerical and normalized before training. 

A soft probability function is employed as the NIDSE is designed for multi-classification. It is similar to the 

softmax function defined in (1). 

 

𝑠𝑜𝑓𝑡𝑝𝑟𝑜𝑏(𝑧𝑖) =
𝑒𝑧𝑖

∑ 𝑒𝑧𝑖𝑘
𝑖=1

 (1) 

 

where 𝑧𝑖 is the output from the ith class, and K is the total number of classes. It is a standard exponential 

function, and the class with high probability is the predicted class once the loss function is minimized. The 

cross-entropy loss is defined in (2). Where 𝑧𝑖 is the true class label. The resulting predictions from each tree 

have less correlation as they are learned differently. 

 

𝐶𝑟𝑜𝑠𝑠 𝐸𝑛𝑡𝑟𝑦 𝐿𝑜𝑠𝑠 = ∑ 𝑒𝑧𝑖𝑘
𝑗=1 log⁡(𝑠𝑜𝑓𝑡_𝑝𝑟𝑜𝑏(𝑧𝑖) (2) 

 

 

3. RESULT AND DISCUSSION 

The proposed system is evaluated using the IoT-NI database. It has various network attacks, including 

host discovery, synchronized sequence number (SYN), acknowledgment (ACK), and hypertext transfer 

protocol (HTTP) flooding. The IoT-NI database consists of 42 packet files collected from different time 

points. All are captured directly from the wireless network adaptor under monitor mode, and the headers are 

removed using Air cracking. The description of network attacks in the IoT-NI database is shown in Table 2. 

 

 

Table 2. Descriptions of network attacks in IoT-NI database 
Category Sub-Category 

Scanning Host discovery, Port scanning, operating system (OS)/version detection 
Mirai botnet Host discovery, Telnet Brute force, HTTP Flooding, UDP flooding, ACK flooding 

Denial of service (DoS) SYN Flooding 

Man in the middle (MITM) Address resolution protocol (ARP) spoofing 
Normal Normal 

 

 

Table 2 contains the category and sub-category of attacks in IoT. Scanning, Mirai botnet, Denial of 

service, Man in the middle, and normal are categories of attacks [25]. Since the proposed model is a passive 

NIDS, this benchmark dataset is suitable for analyzing the performance of the proposed system. Mirai botnet 

Initial ML model 
(weak learner) 

Compute the loss 

Additive Model 
Train ML and 

compute the loss 
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attacks are simulated and injected from a laptop disguised as if packets originated from the IoT devices. All 

other attack types are simulated using Nmap. The proposed system is designed to classify nine attacks in the 

IoT-NI database. The number of instances available in the databases is shown in Table 3.  

 

 

Table 3. Number of instances or packets available in IoT-NI database 
Attacks #instances 

Normal (A1) 137396 
Mirai-UDP Flooding (A2) 949284 

Mirai- Brute force (A3) 1924 

Dos-SYN Flooding (A4) 64646 
Mirai-HTTP Flooding (A5) 10464 

Mirai-ACK Flooding(A6) 75632 

Scan Port –OS (A7) 1817 
MITM-ARP Spoofing (A8) 101885 

Scan Hot Port (A9) 20939 

 

 

Table 3 has nine attacks: normal, Mirai-UDP flooding, Mirai-Brute force, Dos-SYN flooding, Mirai-

HTTP flooding, Mirai-ACK flooding, scan port–operating system, MITM-ARP spoofing, and scan hot port. 

Every attack has different instances available in the IoT-NI database [26]. The attack classes and their 

distribution in the dataset are shown in Figure 3. 

 

 

 
 

Figure 3. Distributions of network attacks in IoT-NI database  
 

 

Figure 3 explains the distributions of network attacks in a pie chart, with nine attacks. Every attack 

mentions different colors for variation from others. From this figure, the Mirai-UDP Flooding attack has 

29.33%, and the Mirai the brute force attack contains 19.36%. In addition, the scan HotPort contains 3.56%. 

The performance of the system is analyzed in terms of precision, recall, F1-score, precision micro average, 

and precision macro average. The performance metrics are described in Table 4. 

 

 

Table 4. Descriptions of the performance measures 
Measure Descriptions 

Precision (P) 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

  

Recall (R) 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

  

F1-Score 
2 ∗ 𝑃 ∗ 𝑅

𝑃 + 𝑅
 

  

Precision micro average ∑
𝑇𝑃𝑖

𝑇𝑃𝑖+𝐹𝑃𝑖

𝑛
𝑖=1   

  

Precision macro average 
∑ 𝑃𝑖
𝑛
𝑖=1

𝑛
 

29.33

19.36

9.49

8.92

8.81

8.48

6.4

5.65 3.56
Mirai-UDP Flooding

Mirai-Hostbruteforceg

Dos-SYN Flooding

Mirai-HTTP Flooding

Mirai-ACK Flooding

Scan Port - OS

Normal

MITM-ARP Spoofing

Scan HotPort
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From Table 4, n represents the number of attacks (classes). The number of correct predictions of a 

particular attack is termed TP, and the misclassification of that attack is termed FN. Also, the 

misclassification of other attacks is termed FP. To evaluate the success rate of NIDSE, k-fold cross-

validation is used [27]. The dataset is divided into k-folds with an equal number of instances per attack from 

A1 to A9 in each fold. Then, 1st fold is tested by the NIDSE while the remaining folds are used to fit the 

NIDSE. This process is repeated for each fold until the kth fold reaches. Finally, the outputs from each fold 

are combined to evaluate the system's success rate, which is shown in Figure 4. The performances of the 

proposed system using RF and balanced RF classifiers are shown in Figures 5 and 6. Figure 7 shows the 

system's performance using the XGBoosting algorithm [28]. 

 

 

 
 

Figure 4. k-fold cross-validation to evaluate the success rate of a system 

 

 

 
 

Figure 5. Performance of the proposed system by RF classifier 

 

 

 
 

Figure 6. Performance of the proposed system by balanced RF classifier 
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Figure 7. Performance of the proposed system by XGBoosting 

 

 

Figure 4 explains that the complete data set is divided into k-fold cross-validation. Here, the header 

describes the testing data and the payload explains the training data. It can be seen from Figures 5 to 7 that 

the proposed NIDSE gives 94% micro average precision of 94% and macro average precision of 85%, which 

is higher than the RF and balanced RF classifier. Also, the performance of balanced RF is better than that of a 

conventional RF classifier as it balances at each bootstrap by the random under-samples. The RF classifier 

classifies the normal packets with micro and macro precision of less than 50%, whereas the balanced RF 

provides 82% micro and 62% macro precision. The maximum weighted average accuracy of the NIDSE with 

XGBoosting is 88%. Figure 8 explains the detection ratio of SVM, DT, RF, and NIDSE based on attacker 

count. From Figure 8, the proposed system NIDSE has a higher detection ratio than SVM, DT, and RF 

algorithms. The NIDSE system uses the XGBoosting algorithm to improve the attack detection ratio. 

Furthermore, NIDSE-based attacker detection improves accuracy, precision, and recall. 

 

 

 
 

Figure 8. Detection ratio of SVM, DT, RF, and NIDSE against DoS attacker 

 

 

4. CONCLUSION 

The proposed NIDSE focuses on anomaly detection in smart home device data using ML algorithms 

that provide end-point security for smart home users. It uses an ensemble algorithm to detect the anomalies 

from nine attacks on smart home devices. One of the dominating algorithms, XGBoosting, is applied in the 

prediction model. It is designed using gradient-boosted DT. The performance of NIDSE is tested on the 

IoT-NI database using 10-fold cross-validation. Different ML techniques are used to analyze the traffic data 

to predict the multiple DDOS Attacks in Smart Home systems. Results show that the XGBoosting algorithm 

can predict the different attacks of multiple classes with up to 94% accuracy. Compared to the SVM, DT, and 

RF classifiers, the proposed system improved the network performance. Endpoint security is provided for all 

smart home devices as the proposed system is executed on edge device software. This could greatly reduce 

latency and bandwidth issues. However, this mechanism can't detect clone attacks in the network. 
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