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 Stock price prediction using machine learning is a rapidly growing area of 

research. However, the large number of features that can be used can 

complicate the learning process. The feature selection method that can be 

used to overcome this problem is recursive feature elimination. Standard 

recursive feature elimination carries the risk of producing inaccurate 

algorithms because the top-ranked features are not necessarily the most 

important features. This research proposes a feature selection method that 

combines important features and nonparametric correlation in recursive 

feature elimination for stock price prediction. The data features used are 

technical indicators and stock price history. The recursive feature 

elimination method is modified with important features and nonparametric 

correlation features. The strategy for combining important features and non-

parametric features is average weight, 25:75% weight, 75:25% weight, 

maximum weight, and minimum weight. The performance evaluation results 

show that the proposed feature selection method succeeded in obtaining 

small error values. The proposed method for predicting PT Bank Rakyat 

Indonesia Tbk (BBRI) stock prices obtains mean squared error, root mean 

square error, mean absolute error, and mean absolute percentage error 

evaluation values of 0.0000336, 0.00577, 0.00459, and 1.78%, respectively. 

This shows that recursive feature elimination with feature selection that 

combines important features and non-parametric correlation works better 

than the original recursive feature elimination at predicting stock prices. 
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1. INTRODUCTION 

People from various countries are very interested in the stock market as an alternative to investing. 

Investing in the stock market is a promising way to get large profits in a relatively short time, but it also has 

high risks [1]. As a result, information that is accurate and trustworthy must support the decision to invest in 

the stock market. To get accurate information about stock price movements, one of the commonly used 

approaches is technical analysis or fundamental analysis [2]. Technical analysis involves the use of indicators 

to predict stock price movements [3], while fundamental analysis involves evaluating company performance, 

government policies, and other economic factors [4]. Both analyzers can be used simultaneously or not. This 
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analysis is tailored to investors. Long-term investors pay attention to fundamental analysis, while short-term 

and medium-term investors pay attention to technical analysis. 

Although these two approaches can provide useful information for investors, limitations in manual 

analysis methods can result in less accurate predictions. This is because there are other factors that can 

influence stock prices, such as political, social, and security factors. Therefore, researchers and market 

players have looked for alternative methods to increase the accuracy of stock price predictions. This decade, 

there has been a lot of stock price prediction research using machine learning. Shah et al. [5] predicts stock 

prices by utilizing Twitter sentiment and machine learning. Subasi et al. [6] uses machine learning methods 

such as artificial neural networks, K-nearest neighbor, support vector machines, and random forests to 

predict stock prices. Khan et al. [7] uses machine learning methods naive Bayes, sequential minimal 

optimization, k-nearest neighbor, locally weighted learning, attribute selected classifier, partial C4.5 

decision tree (PART), multilayer perceptron, random forest, bagging, and decision tree for predicting stock 

price movement trends. Sawale and Rawat [8] uses machine learning methods, such as artificial neural 

networks and support vector machines, to predict stock prices. Pahlawan et al. [9] carried out stock price 

forecasting by utilizing macroeconomics and recurrent neural network machine learning. Nam et al. [10] 

carried out on furcating stock prices by utilizing big data. Fattah et al. [11] predicts stock price trends using 

auto-machine learning. 

These studies have shown that machine learning can predict stock prices more accurately than 

traditional methods, such as technical and fundamental analysis. However, there are several challenges in 

applying machine learning to predict stock prices, namely data dimensions, noise, and redundant data. In 

addition, the large number of features from technical indicators and price history can make it difficult for 

machine learning to learn price patterns because irrelevant and uncorrelated features can interfere with the 

learning process. Feature selection methods have been widely used to overcome this problem. One feature 

selection method that can be used in the stock case is recursive feature elimination [12]–[15]. Xu et al. [12] 

carried out stock price trends with support vector machine recursive feature elimination and random forest 

recursive feature selection. The results of support vector machine recursive feature elimination are better than 

those of random forest recursive feature selection. Botunac et al. [15] predicts stock prices using recursive 

feature elimination and a long short-term memory neural network. The results show that feature selection has 

a significant impact on stock price prediction using long short-term memory neural network. Nagaraj et al. 

[13] carried out a comparison of stock price predictions using artificial neural networks and random forests, 

as well as recursive feature elimination and feature selection on technical indicators. The results show that 

random forest with recursive feature elimination and feature selection gets the best results. However, the 

recursive feature elimination method has a significant weakness, namely that it has the risk of producing an 

inaccurate algorithm. This is because this method of getting the top-ranking features is not necessarily the 

most important feature. 

In this research, we proposed feature selection using important features and nonparametric 

correlation in recursive feature elimination for stock price prediction. The data features used are technical 

indicators and stock price history. The recursive feature elimination method is modified with important 

features and non-parametric correlation features are used to reduce the number of features used. Stock price 

prediction using machine learning. 

This article is structured in this way: in section 2, the research methods are described. With a 

framework image, it will explain the research. The first stage of data collection. The second stage is forming 

technical indicators. In the third stage of feature selection, the standard recursive feature elimination method 

and the proposed recursive feature elimination method are explained. The fourth stage of the prediction 

method is used, and the fifth stage of evaluation is used. Section 3 presents the results and discussion of the 

research obtained. This section allows careful examination and comparison of the results. The article 

concludes in section 4 with a summary of the main conclusions drawn from the research. 

 

 

2. METHOD 

Figure 1 is the framework for this research. In general, the stages of this research are stock data 

collection, the formation of technical indicators, feature selection with recursive feature elimination, 

prediction using machine learning, and performance evaluation. Stock data is taken from the Indonesian 

stock exchange. Recursive feature elimination feature selection is used, namely modification and original. 

The machine learning methods used are linear regression (LR), support vector regression (SVR), long short-

term memory (LSTM), bidirectional LSTM (Bi-LSTM), and gated recurrent unit (GRU). The performance 

evaluation used is mean squared error (MSE), root mean squared error (RMSE), mean absolute error (MAE), 

and mean absolute percentage error (MAPE).  
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Figure 1. Framework for this research 

 

 

2.1.  Data collection 

The stock data used in this research are stock of PT Bank Central Asia Tbk (BBCA), PT Bank 

Negara Indonesia (Persero) Tbk (BBNI), PT Bank Rakyat Indonesia Tbk (BBRI), and PT Bank Mandiri Tbk 

(BMRI). Stock history data was taken from the Indonesian stock exchange (IDX). The first initial public 

offering of BBCA, BBNI, BBRI, and BMRI was in 2000, 1996, 2003, and 2003, respectively. Historical data 

was taken from January 2, 2015, until March 6, 2023. The stock data columns taken are date, previous, 

open_price, first_trade, high, low, close, change, volume, value, frequency, index_individual, offer, 

offer_volume, bid, bid_volume, listed_shares, tradeable_shares, weight_for_index, foreign_sell, foreign_buy, 

delisting_date, non_regular_volume, non_regular_value, and non_regular_frequency. 

 

2.2.  Technical indicators 

Technical indicators are tools used to analyze asset price movements, such as stock. Technical 

indicators use historical price data to predict future price movements. The technical indicators used in this 

research are momentum and volatility. The list of technical indicators based on momentum used is simple 

moving average, exponential moving average, weight moving average, relative strength index, money flow 

index, Williams indicator, momentum, accelerator oscillator, balance of power, and real moving average. The 

list of technical indicators based on volatility used is: true range, average true range, Bollinger bands, triple 

exponentials average, average directional movement index, and arc oscillator [16]–[21]. 

 

2.3.  Feature selection 

Feature selection in this research uses modified recursive feature elimination. Algorithm 1 is a 

modified recursive feature elimination feature selection using important features and non-parametric 

correlation. Important features are obtained from the impurity function in random forest regression and non-

parametric correlation is obtained from Kendal's tau correlation. The technique for combining important 

features and non-parametric correlation is 5 approaches. This approach means (1), 25 important feature 

weights and 75 non-parametric correlation weights (2), 75 important feature weights and 25 non-parametric 

correlation weights (3), maximum. (4), and minimum (5). 

 

𝐹𝑚𝑒𝑎𝑛𝑠 =  
𝐹2+𝐹1

2
 (1) 

 

𝐹2575 = 25 ∗ 𝐹2 + 75 ∗ 𝐹1 (2) 
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𝐹7525 = 75 ∗ 𝐹2 + 25 ∗ 𝐹1 (3) 

 

𝐹𝑚𝑎𝑥 = 𝑚𝑎𝑥 (𝐹2, 𝐹1)  (4) 

 

𝐹𝑚𝑖𝑛 = 𝑚𝑖𝑛 (𝐹2, 𝐹1) (5) 

 

Algorithm 1. Non-parametric correlation and feature importance in recursive feature elimination algorithms 
Input:  Features the result of combining features, Number of desired features, Random forest regressor parameters 

Output: List of relevant features for stock price prediction  

Step:  
1. Enter all the features resulting from combining the features.  

2. Enter the number of features desired.  

3. Enter the random forest regressor parameters.  
4. Calculate non-parametric feature correlations using Kendall's tau (F1)  

5. The training process uses random forest regressors. 
6. Calculate the important features of random forest regressor training results (F2) 

7. Combine features from non-parametric correlation calculations (F1) and important features from random forest regressors (F2). 

8. Sort the merged features (F) from highest to lowest. 
9. Eliminate features with the lowest impact. 

10. Repeat steps 4 to 9 until all features have been eliminated and the order of feature influence is obtained. 

11. Get influential features according to the desired amount. 
12. Important features that influence stock price predictions are stored in the matrix. 

 

2.4.  Prediction 

Data partitioning between training data and test data uses time-series cross-validation. The time 

series cross-validation (CV) used is 5, with 30 days of test data for each cross-validation. Stock price 

predictions in this research use several machine learning methods. These methods include linear regression 

[22], [23], support vector regression (SVR) [24], long short-term memory networks (LSTM) [15],  

bi-directional LSTM [25], and gated recurrent units [26]. This research compares with research on recursive 

feature elimination (RFE) and LSTM [15], linear regression [23], support vector regression (SVR) [24], and 

bi-directional LSTM [25]. 

 

2.5.  Performance evaluation 

Performance evaluation uses mean squared error (MSE), root mean square error (RMSE), mean 

absolute error (MAE), and mean absolute percentage error (MAPE). MSE is a good measure to assess the 

performance of a regression model because it can indicate how accurate the model is in predicting numerical 

values. A low MSE indicates that the regression model is quite accurate in predicting numerical values. A 

high MSE indicates that the regression model is not very accurate in predicting numerical values [27]. MSE 

can be calculated using (6), namely by adding the squared differences between the predicted value and the 

actual value, then dividing it by the amount of data [28]. RMSE is a good measure to assess the performance 

of a regression model because it can show how far the predicted values are from the actual values. A low 

RMSE indicates that the regression model is quite accurate in predicting numerical values. A high RMSE 

indicates that the regression model is not very accurate in predicting numerical values [23]. RMSE can be 

calculated using (7). 

MAE is a measure of how far the predicted value is from the actual value by calculating the absolute 

value of the difference between the two and then taking the average [29]. To calculate MAE, we can use (8) 

[30]. MAPE is a good measure to assess the performance of a regression model because it can show how 

much error the average prediction has compared to the actual value. A low MAPE indicates that the 

regression model is quite accurate in predicting numerical values. A high MAPE indicates that the regression 

model is not very accurate in predicting numerical values [31]. How to calculate MAPE using (9) [32]. The 

notation n is the total of the data. 𝑌𝑖 is the actual value of the i-th data and 𝑌𝑖 is the resulting value of the i-th 

data prediction. 

 

𝑀𝑆𝐸 =  
1

𝑛
∑ (𝑌𝑖 − �̂�𝑖)

2𝑛
𝑖=1  (6) 

 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑ (𝑌𝑖 − �̂�𝑖)2𝑛

𝑖=1  (7) 

 

𝑀𝐴𝐸 =  
1

𝑛
∑ ⌈𝑌𝑖 − �̂�𝑖⌉𝑛

𝑖=1  (8) 

 

𝑀𝐴𝑃𝐸 =  
1

𝑛
∑ |

𝑌𝑖−�̂�𝑖

𝑌𝑖
| 𝑥100𝑛

𝑖=1  (9) 
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3. RESULTS AND DISCUSSION 

The historical number of BBCA, BBNI, BBRI, and BMRI stock is 1994 per stock. The historical 

stock data columns obtained are date, previous, open_price, first_trade, high, low, close, change, volume, 

value, frequency, index_individual, offer, offer_volume, bid, bid_volume, listed_shares, tradeable_shares, 

weight_for_index, foreign_sell, foreign_buy, delisting_date, non_regular_volume, non_regular_value, and 

non_regular_frequency. The columns used from stock history are date, previous, open, high, low, close, 

change, volume, value, frequency, bid, and offer. Stock has the right to a stock-split corporate action. 

However, BBCA stock carried out corporate actions in the data collection range. The BBCA stock split 

corporate action was carried out on October 13, 2021. The stock split ratio is 1:5. Table 1 is stock price data 

obtained from IDX. Therefore, BBCA stock is adjusted according to the stock split ratio. 

Table 2 is the result of adjusting the stock split results according to the ratio. The latest stock data in 

Table 2 shows a difference of 1:5 compared to Table 1. This is in accordance with the stock split ratio for 

BBCA stock. The formation of technical indicators uses stock data obtained from IDX for BBRI, BMRI, and 

BBNI, while BBCA uses data after stock split adjustments. The setting for the formation of technical indicators 

in this research is 3–75 days. The total number of indicator technical result features is 1,152 indicator technical 

features. 

Table 3 features the results of the feature selection process with the first 100 features from the 

original modification and recursive feature elimination feature selection. The results of the proposed feature 

selection method and the original recursive feature elimination on BBNI and BMRI stock on the first feature 

are different. The BBNI results with the original RFE get the close feature on that day, while the proposed 

method gets the previous feature, which is the most important for stock predictions for the next day. This will 

make the prediction results immediately different. In features 98, and 100, the proposed method and the 

original recursive feature elimination method get different features. 

 

 

Table 1. PT Bank Central Asia Tbk (BBCA) stock price 
Date Previous Open First Trade High Low Close Change 

2015-01-02 13,125 13,275 13,275 13,275 13,159 13,225 100 

2015-01-05 13,225 13,150 13,200 13,200 13,125 13,200 -25 

2015-01-06 13,200 13,000 13,050 13,200 13,000 13,100 -100 

2015-01-07 13,100 13,050 13,200 13,200 13,050 13,125 25 

2015-01-08 13,125 13,125 13,125 13,150 12,975 12,975 -150 

 

 

Table 2. PT Bank Central Asia Tbk (BBCA) stock price after adjusting for the stock split action 
Date Previous Open First Trade High Low Close Change 

2015-01-02 2,625 2,675 2,675 2,675 2,650 2,650 25 

2015-01-05 2,650 2,650 2,650 2,650 2,625 2,650 0 

2015-01-06 2,650 2,600 2,600 2,650 2,600 2,625 -25 
2015-01-07 2,625 2,625 2,625 2,650 2,625 2,625 0 

2015-01-08 2,625 2,625 2,625 2,650 2,600 2,600 -25 

 

 

Table 3. Modified RFE feature selection results 
Name 1st Feature 2nd Feature 3rd Feature 98th Feature 99th Feature 100th Feature 

BBCA means Previous Close Open rma_8 rma_9 rma_10 

BBCA 2575 Previous Close Open rma_9 rma_10 rma_11 

BBCA 7525 Previous Close Open rma_8 rma_9 rma_10 
BBCA max Previous Close Open rma_9 rma_10 rma_11 

BBCA min Previous Close Open bop_75 rma_3 rma_74 

BBNI means Previous Close Open rma_8 rma_9 rma_10 
BBNI 2575 Previous Close Open rma_8 rma_9 rma_10 

BBNI 7525 Previous Close Open rma_8 rma_9 rma_10 

BBNI max Previous Close Open rma_8 rma_9 rma_10 
BBNI min Close High Low bop_61 bop_64 bop_75 

BBRI means Previous Close Open rma_7 rma_8 rma_9 

BBRI 2575 Previous Close Open rma_7 rma_8 rma_9 
BBRI 7525 Previous Close Open rma_7 rma_8 rma_9 

BBRI max Previous Close Open rma_7 rma_8 rma_9 

BBRI min Previous Close Open bop_73 bop_74 rma_58 
BMRI means Previous Close Open rma_8 rma_9 rma_10 

BMRI 2575 Previous Close Open rma_8 rma_9 rma_10 

BMRI 7525 Previous Close Open rma_8 rma_9 rma_10 
BMRI max Previous Close Open rma_8 rma_9 rma_10 

BMRI min Close Open High bop_75 rma_3 rma_74 
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A machine learning-based stock price prediction process uses the data from feature selection. The 

machine learning used in this research is linear regression, support vector regression, long-short-term 

memory networks, gated recurrent units, and bidirectional LSTM. The prediction process was carried out by 

cross-validation five times. The experimental features carried out were 7 features, 67 features, and  

100 features. The evaluations used are mean squared error (MSE), root mean squared error (RMSE), mean 

absolute error (MAE), and mean absolute percentage error (MAPE). 

Figures 2 to 5 show the test evaluation results using four error measures (MSE, RMSE, MAE, and 

MAPE), with a total of seven features resulting from the RFE combination. This test evaluation was carried 

out to determine the performance of the stock price prediction model with various error sizes. The MSE test 

with seven features shown in Figure 2 found that the best value was found in predicting the price of BBRI 

stock using the 2575 features combination method and linear regression machine learning. The MSE value 

obtained is 0.0000336. In Figure 3, the RMSE evaluation with seven features gets the best value using the 

approach of combining 2575 features and BBRI stock as well as linear regression machine learning. The best 

RMSE value is 0.00577. In Figure 4, the MAE evaluation with seven features gets the best value of 0.00459. 

This MAE value was obtained using the approach of combining 7525 features and BBRI stock as well as 

linear regression machine learning. In Figure 5, MAPE evaluation with seven features gets the best value of 

1.78%. The maximum pooling approach on BBCA stock and machine learning with linear regression helped 

to obtain this best MAPE value. The low evaluation result values (MSE, RMSE, MAE, and MAPE) indicate 

that the prediction model can produce predictions that are close to the actual value. 

 

 

 
 

Figure 2. Evaluation using MSE with 7 features 

 

 

 
 

Figure 3. Evaluation using RMSE with 7 features 
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Figure 4. Evaluation using MAE with 7 features 

 

 

 
 

Figure 5. Evaluation using MAPE with 7 features 

 

 

The results of this evaluation were compared with previous research, such as [15], [23]–[25]. The 

comparison results with four evaluations (MSE, RMSE, MAE, and MAPE) can be seen in Table 4. The 

proposed method uses seven features and a linear regression prediction method. Based on MSE, the results of 

the proposed method for BBRI, BMRI, BBNI, and BBCA stock have the lowest and highest values, namely 

0.0000336–0.0000348, 0.0005685–0.0005691, 0.00065–0.0006602, and 0.0004463–0.0004576. The best 

MSE value for comparative papers was obtained through research [15]. The MSE values obtained for BBRI, 

BMRI, BBNI, and BBCA stock are 0.0000761, 0.0008361, 0.0007468, and 0.0005481, respectively. The 

difference between the MSE of research [15] and the highest MSE of the proposed method for each stock is 

0.0000413, 0.000267, 0.0000866, and 0.0000905. These results show that the MSE of the proposed method 

is better than previous research. 

Based on RMSE, the proposed method for BBRI, BMRI, BBNI, and BBCA stock has the lowest 

and highest values, namely 0.00577–0.00585, 0.02346–0.02348, 0.02524–0.02544, and 0.02080–0.02106. In 

previous research, the smallest RMSE was found in [15]. The RMSE value for each stock was 0.00739, 

0.02872, 0.02692, and 0.02329. The difference between the RMSE of research [15] and the highest RMSE 

proposed for each stock is 0.00154, 0.00524, 0.00148, and 0.00223. This shows that overall, the proposed 

RMSE is better than previous research. 

Based on MAE's evaluation, the proposed method for BBRI, BMRI, BBNI, and BBCA stock has the 

lowest and highest results, namely 0.00459–0.00466, 0.01682, 0.01896–0.01911, and 0.01590–0.01623. The 
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closest previous research results are from [15]. The MAE results of research [15] on each stock are 0.00679, 

0.02276, 0.02055, and 0.01834. The difference in MAE research [15] with the highest results proposed for 

each stock is 0.00213, 0.00594, 0.00144, and 0.00211. This shows that the MAE value of the proposed 

method is better than previous research. Based on the MAPE evaluation, the proposed method for BBRI, 

BMRI, BBNI, and BBCA stock has the lowest and highest results, namely 2.66% to 2.70%, 2.71% to 2.24%, 

and 1.78% to 1.82%. Previous research with the smallest MAPE was [15]. The MAPE values of each 

research stock [15] are 3.98%, 3.67%, 2.43%, and 2.06%. Based on the MAPE results, the proposed method 

is successful in predicting stock prices. 

 

 

Table 4. Comparison proposed using linear regression with previous research 
Features BBRI BMRI BBNI BBCA 

MSE 

Proposed 2575 0.0000336 0.0005685 0.0006602 0.0004572 
Proposed 7525 0.0000348 0.0005691 0.0006602 0.0004573 

Proposed Max 0.0000339 0.0005685 0.00065 0.0004463 

Proposed Means 0.0000345 0.0005691 0.0006602 0.0004576 
Proposed Min 0.0000341 0.0005691 0.0006602 0.0004573 

Paper [15] 0.0000761 0.0008361 0.0007468 0.0005481 

Paper [23] 0.0063072 0.0055346 0.0046166 0.0016852 
Paper [24] 0.0009039 0.0038095 0.0051243 0.0194261 

Paper [25] 0.0008124 0.0052381 0.0029835 0.0196963 
RMSE 

Proposed 2575 0.00577 0.02346 0.02544 0.02105 

Proposed 7525 0.00585 0.02348 0.02544 0.02106 
Proposed Max 0.00580 0.02346 0.02524 0.02080 

Proposed Means 0.00583 0.02348 0.02544 0.02106 

Proposed Min 0.00579 0.02348 0.02544 0.02106 
Paper [15] 0.00739 0.02872 0.02692 0.02329 

Paper [23] 0.07753 0.07352 0.06762 0.04029 

Paper [24] 0.02988 0.03414 0.06850 0.13816 
Paper [25] 0.02638 0.06755 0.05298 0.13064 

MAE 

Proposed 2575 0.00462 0.01682 0.01911 0.01621 
Proposed 7525 0.00459 0.01682 0.01911 0.01623 

Proposed Max 0.00466 0.01682 0.01896 0.01590 

Proposed Means 0.00461 0.01682 0.01911 0.01623 
Proposed Min 0.00466 0.01682 0.01911 0.01623 

Paper [15] 0.00679 0.02276 0.02055 0.01834 

Paper [23] 0.06176 0.06140 0.05503 0.03203 
Paper [24] 0.02862 0.02913 0.06285 0.13487 

Paper [25] 0.02513 0.06184 0.04436 0.12703 

MAPE 
Proposed 2575 2.68% 2.71% 2.26% 1.81% 

Proposed 7525 2.66% 2.71% 2.26% 1.82% 

Proposed Max 2.70% 2.71% 2.24% 1.78% 
Proposed Means 2.67% 2.71% 2.26% 1.82% 

Proposed Min 2.70% 2.71% 2.26% 1.82% 

Paper [15] 3.98% 3.67% 2.43% 2.06% 
Paper [23] 35.89% 10.03% 6.52% 3.61% 

Paper [24] 16.64% 4.72% 7.37% 15.10% 

Paper [25] 14.33% 10.09% 5.29% 14.25% 

 

 

4. CONCLUSION 

This research proposes feature selection using important features and nonparametric correlation in 

recursive feature elimination for stock price prediction. The data features used are technical indicators and 

stock price history. The recursive feature elimination method is modified with important features and non-

parametric correlation features. The strategy for combining important features and non-parametric features is 

average weight, 25:75% weight, 75:25% weight, maximum weight, and minimum weight. The performance 

evaluation results show that the proposed feature selection method succeeds in making better predictions. 

The best MSE, RMSE, MAE, and MAPE evaluation results were 0.0000336, 0.00577, 0.00459, and 1.78%, 

respectively. The best merging approach is based on MSE and RMSE, MAE, and MAPE, respectively, 

namely 25 important feature weights and 75 non-parametric correlation weights, 75 important feature 

weights and 25 non-parametric correlation weights, and maximum weight. This shows that feature selection 

that combines important features and non-parametric correlation in recursive feature elimination produces 

stock price predictions that are more effective for predicting stock prices. 
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