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 In the empire of image processing and computer vision, the demand 

for advanced segmentation techniques has intensified with the 

growing complexity of visual data. This study focuses on the 

innovative paradigm of fuzzy mountain-based image segmentation, a 

method that harnesses the power of fuzzy logic and topographical 

inspiration to achieve nuanced and adaptable delineation of image 

regions. This research primarily concentrates on determining the age 

of tigers, a critical and challenging task in the current scenario. The 

primary objectives include the development of a comprehensive 

framework for FMBIS and an in-depth investigation into its 

adaptability to different image characteristics. This research work 

incorporates those domains of image processing and data mining to 

predict the age of the tiger using different kinds of color images. 

Fuzzy mountain-based pixel segmentation arises from the need to 

capture the subtle gradients and uncertainties present in images, 

offering a novel approach to achieving high-fidelity segmentations in 

diverse and complex scenarios. The proposed methods enable image 

enhancement and filtering and are then assessed during process time, 

retrieval time, to give a more accurate and reduced error rate for 

producing higher results for real-time tiger image database. 
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1. INTRODUCTION 

The current work differs from other approaches in that it involves non-trivial procedures to extract 

implicit information from data that has not yet has been discovered and information that may be useful in the 

future to understand concepts from a large amount of real-time data that is stored in a database. Data mining 

methods include clustering, classification, affiliation, regression, and assessment [1]. There are various useful 

data mining techniques like pattern awareness, time tracking, online analytical processing (OLAP), 

https://creativecommons.org/licenses/by-sa/4.0/
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visualization, and more. Gautam and Singhai [2] interpret it as an interdisciplinary endeavor aimed at better 

equipping experts in the domain of artificial intelligence, processing images, acquisition of images, 

restoration of images, statistics mining, and gadget gaining knowledge of databases. Kumudham and 

Rajendran [3] have referred to the large and detailed image databases created as a result of the rapid 

advancements in image capture and storage systems through which users can obtain useful understanding 

through image processing. Caponetti et al. [4] have conveyed through the article that image mining has 

become complex due to the existence of massive data of different styles of delay stored within the images. 

Cong and Hiep [5] has focused on the implementation of support vector machine (SVM) algorithms for 

object classification within a robotic arm system, aiming to enhance its cognitive capabilities and broaden its 

range of applications. 

Wang and Wang [6] has put on record that it facilitated decision-making by developing 

relationships, patterns, or clusters. In order to increase the accuracy of the results, this paper concentrates on 

investigating the proposed techniques. According to Ramaraj and Niraimathi [7], the enhanced clustering 

algorithm can apply the grid-based methods to an image's pixels. Sarrafzadeh and Dehnavi [8] has proposed 

mountain clustering rule set that works for grid-based features by using a large number of pixels in the 

image. The proposed methods are focused on the mountain clustering (MC) techniques for the most part 

based on fuzzy to establish the group amenities by utilizing the function of the peak computationally. 

According to Ramaraj and Niraimathi [9], once the hill process is demolished, predicted values for every 

important basis that has become adjacent points to the comet's centroids are smaller than the threshold value 

for something other than a color.  

Al-Ghrairi et al. [10] has sad that, Among the diverse array of applications, object classification 

stands out as a crucial task for enabling robots to comprehend and respond to their environment effectively. 

Niraimathi [11] has pointed out that, the potency of some of the statistics that may turn out to be potential 

clusters and intermediate clusters is reduced to some extent by repeated reductions to the extent that they lose 

the possibility of evolving to intermediate clusters. Fahrudin et al. [12] has enhanced k-means clustering 

algorithm features of image reconstruction of electrical impedance tomography using simultaneous algebraic 

reconstruction techniques, such as no existing deficiency to restrict grid perseverance, and its computational 

complexity does not depend on the measurement. Dubey and Mushrif [13] has proposed the most well-

known methods and numerous parameters have been used to improve the results. The final evaluation 

methods for the real-time tiger image analysis were applied by the aforementioned methods. As per Said 

[14], image mining strategies like shape improvement and partitioning are necessary to mine the tiger's 

image. To determine the age of the species, image processing is coupled with statistics methods, in which 

data mining executes the circumstances of affairs by reading the statistical document to confirm the age of 

the tiger. 

 

 

2.  REVIEW OF LITERATURE  

In the field of image segmentation using various techniques, numerous publications have been 

published, and many of these references concentrate on unique image segmentation implementations. Murthy 

and Hanumanthaiah [15] has reiterated that, one of the natural clustering algorithms is the K-means 

algorithm, which uses a variety of procedures to initialize the center but differs in how the center is 

determined. Many researchers have taken up the researches on image segmentation and have also produced 

better results. Dhanachandra et al. [16] has used the cumulative distribution feature for converting pixel rate 

of the images. To make the existing clustering algorithm for the notion or its pixels more accurate and 

efficient a new version was created. Dhanachandra and Chanu [17] has portrayed portrays shape 

examination as a strategy for settling the essential issue of test acknowledgment; the picture item's 

rendering, flip, and rescaling as well as to make sense of the store in connection with finding the item 

presented as fringe frames.  

Khaleel et al. [18] used K-means cluster analysis to segment images. In order to evaluate the cluster 

matrix throughout the segmentation process, this method applied the k-means algorithm. L*a*b area is 

superior in assessment with RGB shade space for clustering in precision, bear in mind area. The color based 

image segmentation (CBIS) strategy utilized the multi-faceted realities to associate picture pixels into 

numerous clusters. Sakarya [19] has proposed a new method for precise whimsy segmentation. With 

improved methods and effective techniques based on X-ray imaging, it is possible that this improved 

technique could be used to diagnose diseases such as lung cancer and tuberculosis. Sudana et al. [20] by 

utilizing the K-means clustering algorithms for the process of grouping and partitioning the image category. 

Mazouchi and Milstein [21] has used the above methodologies to carry out the primary color space, while 

processing color image segmentation, with the usage of K-means clustering set of rules.  
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Gosain and Dahiya [22] for ascertaining starting centroids, the closest feasible information points 

were used. The outcomes of the experiments showed that rules can allocate facts into clusters without 

requiring much iteration. However, the cluster method has exchanges with the hassle of switching the 

magnitude of the preferred by a group of inspiration as a contribution. As per Rani and Bhardwaj [23] has 

used the iterative self-organization data analysis techniques (ISODATA) methods' pixel characterization and 

the has proposed techniques for image segmentation in the light weight of a pixel by calculating the boundary 

assessment that deal with image segmentation in an unmatched way. Tian et al. [24] by utilizing improved 

clustering techniques, the illusion set of challenging Balinese consistencies to fulfill the specific progression 

in a nearly identical form. Olugbara et al. [25] has told in the article that an enhanced cliff clustering 

approach is based primarily on the characteristics of ridge glen functions. The number of cluster centers, 

cluster facilities, and statistical patterns associated with each cluster center should be routinely and precisely 

gathered by the proposed algorithm.  

 

 

3.  METHOD 

3.1.  Fuzzy based mountain clustering methods 

The grid's choice undoubtedly affects the unique mountain method's clustering effectiveness, with 

better performance coming from improved frameworks. However, the cluster increases in cost as a function 

of size as the cluster decision is multiplied. Additionally, the initial ridge strategy is computationally 

inadequate when applied to excessively dimensional data due to the exponential growth in the numeral of 

grid aspects required with record measurements. The algorithm step is given in Figure 1. 

 

 

 
 

Figure 1. Step-by-step process for the proposed clustering algorithm 

 

 

As illustrated in Figure 1, by using the fuzzy based mountain clustering algorithm, the boosted 

classifier rule set can be run and updated. The fuzzy mountain clustering method uses information density 

measurements to approximate cluster centers. Mountain clustering method is an independent algorithm that 

can also use to locate the initial cluster centers, which may be required when employing fuzzy mountain 

clustering (FMC) or other more advanced cluster algorithms. In statistical units with clustering tendencies, 

the mountain clustering method is a clustering technique used to approximate the locations of cluster centers 

[26].  
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3.2. Pixel classification function 

Utilizing the Mountain method to estimate the cluster and estimate is a specialty of the mountain 

function, or degree of density, source. The regulations correspond to the highest possible value that can be 

located using a mountain approach [27]. Since, the facilities of the clusters that are received by the peak 

characteristic, the mountain approach is responsible for determining the initial estimations of the reference 

antecedent parameter and the subsequent fuzzy units of concepts [28]. 

 

𝑋| U, V|= ∑ ∑ 𝜇𝑘𝑖
𝑚‖𝑥𝑖 − 𝑣𝑘‖2𝑐

𝑘=1
𝑛
𝑖=1  (1) 

 
∑ 𝜇𝑘𝑖 = 1,𝑐

𝑘=1 𝑖 = 1 … . . 𝑛 (2) 

 

The ith data location and μ for peak radius can be found here. Each data point makes a contribution 

to the elevation of the mass process at v. It has an opposite relationship to distance between μ and v, because 

μ is an application-specific constant. A record density metrics that can be used to describe the mountain 

attributes of μ. The final function's μ, peaks' height and smoothness are determined by constants values are 

represented by (1) and (2).  

Figure 2 shows that the graphic representation of gimmick to the both distance worth and 

development in the iteration process. In Figure 2, each of the iteration process is shown in a different color, 

illustrating how they are formed in the different age group of tiger image. Until the various group focuses are 

carried out, this method of updating mountain capacities and making decisions for the subsequent cluster 

process is to be continuously. The number of clusters is m. By using the parameters 𝜇𝑘𝑖
𝑚 and is 𝑥𝑖 and (3), 

calculate the prospective value of apiece mountain clustering or segmenting the location point and the other 

data points. 

 

 

   
 

Figure 2. Illustrate on proposed clustering methods applied on image classification of the pixels in an image 

database 

 

 

3.3. Pixel transformation function 

Pixel transformation techniques can vary widely depending on the specific task and the 

characteristics of the image. These transformations play a crucial role in image processing and computer 

vision, allowing you to improve image quality, extract information, and create visually appealing results.  

 

𝑇(𝑥,𝑦) =
∑(𝑓𝑥,𝑦)(∑(𝑐𝑤∗𝑐𝑝))

|𝑡𝑤|
  (3)  

 

where 𝑇(𝑥,𝑦) is the new gray scale image on pixel transformation, the specific mathematical equation for pixel 

transformation can be more complex depending on the desired effect and how you choose to blend pixel 

values from different clusters. ∑(𝑓𝑥,𝑦) cluster weight is the degree of membership of the pixel to the cluster. 

(∑(𝑐𝑤 ∗ 𝑐𝑝)) ClusterPixelValue is the pixel value in the respective cluster to be calculated by the whole 

image. |𝑡𝑤| TotalWeight is the sum of the cluster weights for the pixel. 
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3.4. Color manipulation function 

Color manipulation is an important aspect of image editing and computer vision. It allows for the 

correction of imperfections, creative expression, and the enhancement of visual content. The choice of color 

manipulation technique depends on the specific goals and requirements of the project or image. This can be 

done for various purposes, including image enhancement, correction, creative effects, and image analysis. 

Color manipulation typically involves altering the color values of pixels, objects, or regions within an image. 

Color balance adjustments involve altering the proportions of primary colors (red, green, and blue) to achieve 

a more balanced color distribution. It can correct color tints and achieve a more natural look.  

 

𝐺𝑅𝐺𝐵 = 𝐶𝑃(∑ ∑ 𝜇(𝑐)
𝑛
𝑖=0

𝑚
𝑖=0 ) (4) 

 

where 𝐺𝑅𝐺𝐵 is an original image of the RGB, for a specific pixel, you have assigned it to clusters with degrees 

of membership (𝜇(𝑐)). Let's assume 𝐶𝑃 have performed fuzzy clustering at the pixel level and have assigned 

each pixel to clusters with corresponding degrees of membership (𝜇(𝑐)). It will focus on shifting the color of a 

single pixel in the red channel (R) while keeping the green and blue channels (G and B) unchanged.  

 

 

4.  RESULTS AND DISCUSSION 

The proposed model comes with a tiger image database, which makes using the MATLAB tool 

much easier. More than 1,000 different camera trap images, and other source images in a variety of sizes and 

different formats, can be found in this database. The different age groups of tigers that have been examples 

will all belong to the same class. Each color pixel is divided into color visualizations, which have evolved to 

incorporate many colors in a single image, and it splits the individual color pixels into a different window. 

 

4.1. Computational complexity 

The quantity of steps in a calculation for the grouping strategy is alluded to as computational 

intricacy. The relative effectiveness of different clustering strategies in terms of time complexity is 

determined by looking at their computational complexity. i.e., 𝑂(𝑁), Compared to other clustering methods, 

fuzzy based mountain clustering requires fewer steps to cluster data. 

 

𝑜((𝑁 − ∑ 𝑁𝑟
𝑚−1
𝑡=0 )2) (5) 

 

Accept that N stand for the absolute amount of variety pixels, m for the numeral of groups, and r for 

the quantity of cycles on t. The upgraded mountain grouping calculation can diminish the computational 

intricacy of each ensuing bunch, bringing about a decrease in handling time, by taking out the bunches from 

the dataset and removing the noise ration about the given dataset and predict the age is based on the time of 

execution part. 

 

4.2. Find the era calculation of the tiger 

The primary difference between the actual value and the standalone value of the ultimate apparatus 

that produces the data is the precision of the anticipated technique. The amount of space desirable to separate 

the present pixels that have been addressed by the cells in one pixel to another pixel of the inappropriate 

frames of (𝑇𝑖𝑗). The unit of measurement for overall segmentation precision can be generated by dividing 

these values by the total number of pixels (𝑁 = ∑ 𝑅𝑖 = ∑ 𝐶𝑗). This can be accomplished by determining 

(∑ 𝑇𝑖𝑗) the number of pixels in the tiger image database that correspond to the age of the ground. 

 

𝑑 =
𝑁 ∑ 𝑇𝑖𝑗𝑘−∑ 𝑅𝑖 .𝐶𝑗

𝑚
𝑖=1,𝑗=1,𝑘=1

𝑚
𝑖=1,𝑗=1,𝑘=1

𝑁2− ∑ 𝑅𝑖 .𝐶𝑗
𝑚  
𝑖=1,𝑗=1,𝑘=1

  (6) 

 

For example, d represents the fundamental Euclidean distance, N represents the total number of 

pixels in an image, and m represents the number of red, green, blue (RGB) classes of pixels in an image. The 

total number of correctly classified pixels in a tiger image is shown here as 𝑇𝑖𝑗𝑘 . Additionally, each color 

pixel's threshold value was set to a specific tiger when selecting the tiger image's meticulous age of specific 

threshold. With the number of pixels in each row and column, 𝑅𝑖, 𝐶𝑗 is represented. To collect the real time 

tiger image database for different age group of tigers are stored in an image database. In the real time images 

of tiger are more helpful to identify the age of the individual tiger. It based on the skin color; it is supposed to 

be RGB color pixels that is used to infer the age of the tiger. Each color pixel is divided into color 

visualizations, which have evolved to incorporate many colors in a single image, and it splits the individual 

color pixels into a different window. 
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Table 1 shows how the data is segmented by era. The number of clusters is uniformly assumed to  

be 3. The highest precision in the first year is 0.96, while the lowest PP is 0.91. RC distance ranges from 0.93 

to 0.97, with 0.97 being the greatest. The highest measured FM is 0.96, while the lowest is 0.94. The table's 

similarity measures are slightly elevated when they are compared to one another. The city block has the 

lowest F-measure and the Euclidean model has the highest PP (0.96), maximum RC (0.97), and highest FM 

is (0.96) respectively. By using similarity-based clustering accuracy measurements, the era of the tiger is 

predicted in Table 1. These metrics consist of F-measure, recall, and precision. Additionally, they identify 

different parameters such as various parameters were tested with the graph is represented. The experimental 

results are shown in Figure 3. 

 

 

Table 1. Using a sample tiger image and a variety of similarity metrics to determine the tiger's era 
Era SM PC RC FM 

1 year 

CBD 0.92 0.97 0.95 

CCD 0.96 0.93 0.94 

ED 0.94 0.95 0.96 

MKD 0.91 0.93 0.94 
*Note: CBD = City block distance, CCD = Chebychev distance, ED = Euclidean distance, MKD = Minkowski distance. 

 

 

 
 

Figure 3. By using various parameters are tested with 1 year tiger image 

 

 

The data are categorized by era, as shown in Table 2. The number of clusters is taken to be three 

consistently. The highest PP in the second year is 0.96, while the lowest PP is 0.94. The most recall is 0.97, 

while the least is 0.94. The lowest FM is 0.945, while the highest is 0.965. The SM in the table is slightly 

elated when compared to one another. The most elevated accuracy 0.96 and most noteworthy review 0.97 

and the most noteworthy F-measure is 0.965 in ED and the least is found in CC distance. 

Illustrate that the given Figure 4 represents the expectation of the era of the tiger by utilizing 

proportions of the comparability-based bunching exactness and involving some grouping measurements as 

accuracy, review, and FM and figure out the likeness capabilities as a CCD, CC distance, MKD, and ED and 

it assists with anticipating the age of the tiger picture. Figure 3 depicts the results of the experiment. 

 

 

Table 2. Various metrics applied by the sample 2 year tiger image 
Era SM PP RM FM 

2 year CBD 0.94 0.95 0.945 
CCD 0.95 0.94 0.945 

ED 0.96 0.97 0.965 

MKD 0.95 0.96 0.955 
*Note: SM = Similarity Measures, PP = Precision, RM = Recall Measure, FM = F-measure. 
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Figure 4. Illustrate on different SM methods applied for the 2-year tiger image 

 

 

The categorization of the data by year is shown in Table 3. The standard assumption is that there are 

three clusters. For 15 years, the precision ranged from 0.91 to 0.96, the highest possible value. The lowest 

recall value is 0.97, which falls between 0.90 and 0.97. The lowest and highest F-measures ever recorded are 

0.92 and 0.96, respectively. As each performance measures as compared, the similarity measures in the table 

feel a little better.  

The accuracy of the tiger's age as predicted by similarity-based clustering is shown in Table 3. To 

determine the tiger image's age, it makes use of SM methods like CBD, CC distance, MKD, and ED, in 

addition to brunch metrics like PP, RCM, FM. Figure 5 depicts the findings of the experiment. 

 

 

Table 3. Different similarity measures calculated by 15 year tiger image 
Age SMI PP RC FM 

15 year CBD 0.913 0.962 0.936 

CCD 0.962 0.954 0.957 

ED 0.954 0.976 0.969 
MKD 0.947 0.908 0.927 

 

 

 
 

Figure 5. 15-year-old tiger image and various similarity metrics to predict the tiger's era 
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In Table 4, the root mean square error (RMSE) value, image retrieval time, and accuracy of both 

proposed and existing clustering algorithms are listed along with their respective accuracies. The clustering 

results are displayed in the form of plots when the presented algorithms are implemented, and the final 

product is significantly more useful and effective. The filter bank multicarrier (FBMC) accuracy of the 

results from the suggested methods is the highest. Figure 6 shows the overall performance of the tiger image 

database in terms of accuracy, RMSE, time, and image retrieval, as well as comparisons to suggested and 

existing methods. 

 

 

Table 4. Overall measurements  
Algorithm Measurements 

AR ERMSE TRP IMR 

EM 94.5 EM 0.667 EM 1.877 EM 1.36 

PM 97.6 PM 0.333 PM 1.032 PM 0.865 
*Note: AR = Accuracy, ERMSE = Enhanced root mean square error, TRP = Time per second, IMR = Image retrieval,  

EM = Existing methods, PM = Proposed methods.  

 

 

 
 

Figure 6. Illustrate on overall performance of proposed and existing methods 

 

  

5. CONCLUSION  

The ultimate goal of this paper is to find the age of the tiger, which stands primarily found on tiger 

image databases. This research article is specifically absorbed on the methods anticipated that have 

accumulated the more than 1,000+ real-time tiger images that have been collected within the flora and fauna 

woodland, and the varied photographic styles of different grown-up tigers have been analyzed. Because of 

the various color combinations of the tiger pigmentation, and patterns present in the tiger images representing 

different chronological ages, it is possible to determine whether the clustering was achievable and whether it 

was possible to determine the exact age of the tiger. The fuzzy clustering methods presented in the future 

sections are mostly used in the age estimation of tigers based on the color of the tiger image. Each image is 

grouped using the distinction in age and color provided by clustering. Fuzzy clustering methods discussed in 

the prior section can be utilized to estimate a tiger's age based on its color in the tiger image database. The 

age estimation of tigers is based on the color of their images and frequently depends on significantly used 

fuzzy clustering models that will be explored in the sections of this article immediately proceed. The original 

image demonstrated that the suggested strategy is effective in terms of accuracy and execution time when 

compared to its most current effectiveness in an enhanced presentation of the new scientific approach. Image 

analyses are used to show how well the suggested clustering algorithm performs in terms of accuracy and 

computation time so that it may be contrasted with the effective performance of the suggested strategies. The 

clustering result is extremely potent, green, and mentioned in the outcomes phase. 
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