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 Breast cancer is the most fatal women’s cancer, and accurate diagnosis of 

this disease in the initial phase is crucial to abate death rates worldwide. The 

demand for computer-aided disease diagnosis technologies in healthcare is 

growing significantly to assist physicians in ensuring the effectual treatment 

of critical diseases. The vital purpose of this study is to analyze and evaluate 

the classification efficiency of several machine learning algorithms with 

hyperparameter optimization techniques using grid search and random 

search to reveal an efficient breast cancer diagnosis approach. Choosing the 

optimal combination of hyperparameters using hyperparameter optimization 

for machine learning models has a straight influence on the performance of 

models. According to the findings of several evaluation studies, the  

k-nearest neighbor is addressed in this study for effective diagnosis of breast 

cancer, which got a 100.00% recall value with hyperparameters found 

utilizing grid search. k-nearest neighbor, logistic regression, and multilayer 

perceptron obtained 99.42% accuracy after utilizing hyperparameter 

optimization. All machine learning models showed higher efficiency in 

breast cancer diagnosis with grid search-based hyperparameter optimization 

except for XGBoost. Therefore, the evaluation outcomes strongly validate 

the effectiveness and reliability of the proposed technique for breast cancer 

diagnosis. 
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1. INTRODUCTION 

Breast cancer (BC) originates in breast tissues, where the growth of cells becomes uncontrollable, 

and cells build a tumor [1]. BC is mostly seen in adults which is the major cause of female deaths in 95% of 

countries and over 2.3 million (M) incidents of BC happen every year [2]. BC has a detrimental impact on 

human health and hinders the quality of life. According to several institutions of research, 0.4 M females die 

for BC every year. Radiation therapy, surgical removal, and medication are often used for controlling the 

growth and spreading of BC and early identification is highly crucial for effective BC treatment [3]. The 

early treatment and prevention of BC is an enormous challenge in healthcare and a remarkable improvement 

https://creativecommons.org/licenses/by-sa/4.0/
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carried out in elementary research and clinical treatment in recent decades [4]. Computer-aided technologies 

used for BC diagnosis and analysis make the treatment of BC easier and reduce fatality [5]. 

Due to the shortage of proficient physicians and technologies, a notable number of countries are 

now facing several types of issues, where machine learning (ML) brings immense hope for its effective 

performance. ML-based tools already yielded satisfactory results and proved their capability in the diagnosis 

of different types of critical diseases. Applications of ML are now extensively used in healthcare and 

remarkably enhance the accuracy and speed of physicians' work [6]. The establishment of accurate diagnosis 

tools for BC utilizing ML techniques in health care can aid doctors in improving the diagnosis rate of BC. 

ML algorithms utilized for classification follow the supervised ML learning technique where trained models 

are used for predicting the right label of provided input data. Seven ML classifiers such as logistic regression 

(LR), k-nearest neighbor (k-NN), multilayer perceptron (MLP), support vector machine (SVM), naive Bayes 

(NB), XGBoost (XGB), and decision tree (DT) were used in this study to find out the most effective 

classifier of BC diagnosis. 

Parameters of ML models are estimated or learned from the provided data during the training phase, 

which are basically defined as inner variables of ML models and each algorithm optimizes its parameters 

using several mechanisms [7]. Generally, training of ML models begins with initializing some values to 

parameters and these values are updated by utilizing an optimization algorithm. During the training, 

parameter values are updated continuously by the learning algorithm. On the other hand, hyperparameters are 

selected and set by the practitioner during the model configuration for controlling the learning process of ML 

models, which is not similar to parameters. In ML, hyperparameter optimization (HPO) is used for searching 

the best hyperparameters of an algorithm to ensure the best performance, and grid search (GS) and random 

search (RS) strategies are used to find these hyperparameters [8]. In this study, both GS and RS were utilized 

for finding the best hyperparameters for seven ML models. Besides this, these ML models were also trained 

with default parameters. This study is conducted using the Wisconsin breast cancer (diagnostic) (WBCD) 

dataset which provides 569 occurrences [9]. 

After using HPO, the classification accuracy of all ML models was enhanced except XGB. 

According to the findings of several evaluation studies, the LR model acquired higher accuracy with default 

parameters and GS and RS-based HPO, 98.25%, 99.42%, and 99.42%, respectively. On the other hand, k-NN 

got 99.42% accuracy using hyperparameters found by GS, which also obtained a 100.0% recall value. 

Moreover, GS-based HPO performed well than RS-based HPO. Compared to existing approaches developed 

with ML techniques for BC diagnosis, the addressed method in this paper is more beneficial, as its 

performance is improved using HPO. Consequently, the objectives and contributions of this study are as 

follows: i) An efficient and accurate diagnosis approach for BC is proposed based on ML techniques utilizing 

HPO; ii) HPO utilizing GS and RS strategies is used to enhance the classification performance of ML 

models; iii) An investigational comparison of eight ML classifiers such as LR, k-NN, MLP, SVM, NB, XGB, 

random forest (RF), and DT with HPO utilizing GS and RS is demonstrated in this study using several 

experimental studies; and iv) The addressed approach showed considerable accuracy which can be integrated 

easily into computer-aided automated diagnosis tools for effective and reliable BC diagnosis in healthcare. 

The remainder of this paper is structured as follows: section 2 summarizes related studies. The 

materials and suggested approach for BC diagnosis are explained in Section 3. The outcomes and findings of 

several experiments are covered in section 4. Lastly, section 5 provides the conclusion and plan for future 

study. 

 

 

2. RELATED WORK 

Data analytics integrated with the strength of ML attracted significant attention in numerous 

domains due to its superior ability in problem-solving. Numerous researchers are attracted to ML techniques 

due to their outstanding performance on high-dimensional data and robust scalability. A remarkable number 

of ML-based BC diagnosis and analysis tools for healthcare have been introduced by researchers worldwide 

in recent years, where several ML algorithms and techniques showed proficient performance. 

Han and Yin [4] proposed a hybrid algorithm for BC prediction, where meta-learning models were 

used for developing an ANN model that obtained 98.74% accuracy. In this study, recursive feature 

elimination using cross-validation (RFECV), correlation, and tree-based feature selection techniques were 

used, and correlation performed better than others, which selected 16 features and achieved 96.49% accuracy. 

However, RFECV chose fewer features and the tree-based obtained less accuracy than others with 16 

features. SVM, k-NN, DT, RF, LR, gradient boosting (GB), XGB, AdaBoost (AB), and MLP were utilized as 

meta learners, and outputs of these ML models were used as input of ANN that achieved an F1-score of 

98.02%. Chen et al. [10] addressed an ML-based classification approach for BC, where the classification 

performance of XGB, RF, LR, and k-NN was analyzed. Pearson’s correlation coefficient was used for 
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selecting 15 highly correlated features to the target variable, and data standardization was utilized for 

eliminating the effect of the different dimensions on ML models. XGB performed better than others and 

obtained 97.40% accuracy, whereas RF, LR, and k-NN achieved 96.50%, 94.70%, and 91.20% accuracy, 

respectively. Moreover, the recall value of XGB, RF, and LR was 1, and all classifiers worked well on the 

training and test set in an 8:2 ratio than 7:3. Akkur et al. [11] proposed a hybrid feature selection technique 

for BC classification, where features were ranked using relief, and binary Harris hawk optimization was 

utilized for choosing highly discriminating features. The ten-fold cross-validation method was utilized, and 

SVM showed better performance than other ML models with a 94.56% specificity value. Using the addressed 

feature selection technique, 4 features were selected from 30 features, and SVM, LR, k-NN, and NB obtained 

98.77%, 97.19%, 96.13%, and 97.37% accuracy, respectively. On the other hand, SVM, LR, k-NN, and NB 

obtained 94.73%, 91.92%, 91.56%, and 92.62% accuracy with 30 features, respectively. Naji et al. [12] 

proposed a diagnosis approach for BC based on ML, where SVM, RF, LR, DT, and k-NN were used. On the 

training set, RF showed better prediction efficiency and obtained 99.80% accuracy. On the other hand, SVM 

acquired 97.20% accuracy on the test set, whereas RF, LR, DT, and k-NN got 96.50%, 95.80%, 95.10%, and 

93.70% accuracy, respectively. Moreover, SVM outperformed other ML models in terms of area under the 

ROC curve (AUC), achieving 96.60% AUC, and DT achieved the lowest AUC of 94.50%.  

Gopal et al. [13] proposed MLP for BC prediction, which obtained 98.00% accuracy, and RF and 

LR showed less prediction efficiency than MLP. Omondiagbe et al. [14] addressed a hybrid approach for 

classifying BC, where linear discriminant analysis (LDA) was utilized for reducing the high dimensionality 

of 30 features. Principal component analysis (PCA) was also used for extracting features. For selecting 

highly important features, correlation-based feature selection (CFS) and recursive feature elimination (RFE) 

were used. Both SVM and neural network (NN) with LDA obtained 98.82% accuracy, where NN took more 

computational time than SVM. Using CFS, NN obtained higher accuracy than others, 97.06%, and SVM and 

NB obtained 96.47% and 91.76% accuracy, respectively. Using RFE, NN, SVM, and NB obtained 98.24%, 

96.47%, and 91.18% accuracy, respectively. Bensaoucha [15] used optimized ML models for BC diagnosis, 

and the prediction performance of DT, NB, SVM, k-NN, and MLP was evaluated. BO and GS methods were 

used for optimizing ML classifiers, both SVM and MLP obtained 96.52% accuracy. Albadr et al. [16] 

addressed a fast learning network (FLN) for BC diagnosis that obtained 98.83%, 98.44%, and 99.05% 

accuracy, precision, and specificity, respectively. The performance of several hidden node numbers such as 

25, 50, 75, 100, 125, 150, 175, and 200 of FLN were compared, where FLN with 25 hidden nodes got the 

highest accuracy. Ogundokun et al. [17] proposed an ML-based diagnosis approach for BC using 

hyperparameter optimization, where SVM, CNN, and MLP were utilized. Particle swarm optimization (PSO) 

was utilized to select features for SVM and MLP, and GS was used to identify the highly efficient 

combination of hyperparameters. Using PSO, SVM, and MLP obtained 96.50% and 97.20% accuracy, 

respectively. On the other hand, both SVM and MLP obtained 96.50% accuracy without PSO. To classify 

BC, Sukmandhani et al. [18] analyzed the classification performance of SVM, NB, k-NN, RF, DT, NN, and 

H2O models. Among ML models, RF obtained the highest accuracy which was 92.26%, and SVM, NB, 

KNN, and DT got 88.59%, 90.52%, 88.93%, and 90.50% accuracy, respectively. On the other hand, H2O 

and NN obtained 93.14% and 92.97% accuracy, respectively. NB got higher precision than others, and DL 

got the highest recall value, 93.89%, and 89.62%, respectively. According to the above-mentioned earlier 

studies, ML classifiers performed well in BC diagnosis but classifiers need more enhancement to ensure 

highly reliable performance. Therefore, this study is conducted for establishing a more effective and accurate 

diagnosis technique for BC. 

 

 

3. RELATED WORK 

This study is divided into five individual parts, and among these, three are the main parts where ML 

models were trained and evaluated under different conditions. The suggested architecture for accurate BC 

diagnosis is demonstrated in Figure 1. Firstly, data pre-processing is carried out on the WBCD dataset to 

prepare the dataset for training. Afterward, ML classifiers were trained using default parameters, and the 

trained models were evaluated using several performance metrics. Then, ML models were trained again using 

HPO by utilizing GS and RS. The model's accuracy after HPO was also evaluated. Finally, an ML model is 

suggested for classifying BC after analyzing the performance of all trained models in depth. 

 

3.1.  Dataset 

A multivariate WBCD dataset used in this study contains 569 experimental instances with 32 real 

attributes [7]. The attributes were extracted from cell images, where instances are divided into two labels 

such as benign and malignant. Among 569 samples, benign (B) and malignant (M) sample numbers are 357 

and 212, respectively. In this study, 70% of experimental samples were used for training and 30% for model 

evaluation purposes. 
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Figure 1. Suggested ML-based BC diagnosis architecture 

 

 

3.2.  Data pre-processing 

In ML, data pre-processing is a crucial stage, which mainly focuses on the quality enhancement of 

data to make it more compatible with the required tasks. It significantly reduces the computing time of ML 

classifiers and also enhances the performance of classifiers. WBCD dataset contains a categorical attribute, 

namely, the ID number, which was dropped from the dataset. Afterward, data was normalized utilizing the 

StandardScaler function, which mainly follows the standard normal distribution technique that sets the mean 

equal to 0, and then data is scaled to unit variance [19]. 

 

3.3.  ML classifiers 

Several types of supervised ML algorithms were utilized in this study for the accurate diagnosis 

prediction of BC, including weak and strong classifiers. LR is a robust decision-making tool which mainly 

utilized for classification-related tasks, it works like a statistical algorithm that analyzes the interrelation 

between a group of independent and dependent binary variables [20]. k-NN is a non-parametric ML 

algorithm used for classification that does not provide any decision based on the underlying data [21]. MLP 

is an NN-based classification algorithm that consists of multiple layers which are fully connected, and it 

reshapes any input dimension to the required dimension [22]. SVM is widely used for solving classification 

problems of high-dimensional features, which mainly finds the maximal separating hyperplane between the 

several classes obtainable in the target feature [11]. NB is an effective probabilistic classifier that works on 

Bayes’ theorem and provides prediction based on the possibility of an object, also used for building fast ML 

models to give quick predictions [11]. RF is a merged classifier containing a combination of DT, and each 

DT classifier works individually while making the classification. It provides faster training and less 

overfitting [4]. XGB is used for scalable and efficient training of ML models, which provides powerful 

predictions and is efficient in handling missing values. Moreover, it also supports parallel processing that 

helps to train classifiers on large datasets within a reasonable time [23]. DT generally consists of one root 

note and multiple inner and leaf nodes and is built by recursively dividing the full samples of data into 

several child nodes based on the attribute of tests. Easy structure and representation ease make it more 

powerful and beneficial for classification [24]. 

 

3.4.  HPO 

ML optimization is a challenging task that is now significantly used in ML-based computationally 

expensive and complex solutions. In ML, parameters are considered from the provided data by a model, 

whereas hyperparameters of a model are utilized for the estimation of model parameters. Hyperparameters of 

a model are defined manually to control the learning process by the user. HPO is a technique for determining 

the best combination of hyperparameters to maximize the performance of an ML model. HPO optimizes the 

model which minimizes the validation error [8]. 

In this study, firstly, the parameters of an ML model were analyzed, and then, searching methods 

such as GS and RS were applied. The model score is generated with the cross-validation technique. Finally, 

the best hyperparameters are selected after the evaluation of the model score. The method followed in this 

study for searching for the best hyperparameter is illustrated in Figure 2. 

GS utilizes several combinations of all specified hyperparameters with values, and then evaluates 

the performance of every combination. Afterward, chooses the higher suitable value of hyperparameters, and 

this method of searching hyperparameters is expensive and time-consuming, which mainly depends on the 

hyperparameters number [25]. In this study, GridSearchCV is utilized with the WBCD dataset where GS and 
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cross-validation were performed for evaluating the best suitable hyperparameters [26]. In RS, random 

hyperparameter combinations are selected and utilized for the training of an ML classifier. Based on 

performance, the best hyperparameter combination is selected [27]. RandomizedSearchCV was used in this 

study, which randomly delivers a hyperparameters set, and after calculating the score, provides a 

hyperparameters set that obtained higher scores than other sets. 

 

 

 
 

Figure 2. Steps for searching the best hyperparameter for HPO 

 

 

3.5.  Experiments 

To find an efficient and accurate ML-based solution for BC diagnosis, this study conducted three 

different experiments using ML techniques. In the first experiment (Exp 1), parameters of ML algorithms 

were used to train ML models. To compare the performance of parameters with hyperparameters, Exp 1 is 

conducted on the WBCD dataset. On the other hand, GS was used for finding highly suitable 

hyperparameters for ML models in the second experiment (Exp 2). In the third experiment (Exp 3), RS was 

utilized to search for the best hyperparameters for ML models. Both Exp 2 and 3 were conducted on the 

WBCD dataset to evaluate and compare the efficiency of GS and RS. Finally, Exp 1, 2, and 3 were analyzed 

and compared in depth using several performance metrics to find out an optimal ML-based method for 

effective BC diagnosis. In addition, the average score of each performance metric of ML models for Exp 1, 2, 

and 3 were calculated to analyze the performance of Exp 1, 2, and 3 for BC diagnosis. All experimental 

studies were conducted in this study using the Jupyter Notebook of Google Colab with Python 3.10.12. 

 

3.6.  Performance matrices 

ML models often produce different changes to meet several requirements of real-world applications, 

so five different performance metrics were used for determining model functionality under the requirements 

of real-world tasks [8]. Using a variety of performance metrics is crucial for selecting the best suitable model 

for real-world ML-based solutions. For evaluating the BC diagnosis performance of ML models through 

prediction, four performance estimation metrics such as accuracy, precision, recall, and F1-score were 

utilized in this study based on true positive (TP), true negative (TN), false positive (FP), and false negative 

(FN), which were obtained from confusion matrix of each ML model on the test set of WBCD dataset [23]. 

Accuracy presents the overall performance of a model, which is the ratio of accurately diagnosed 

samples among total samples [28]. Precision demonstrates a model's performance based on the correct 

diagnosis, which represents the percentage of really positive samples among positive predicted samples [29]. 

The recall is the ratio of the correctly predicted positive samples to all predicted positive samples in the 

original class, which is also called the rate of true positive [10], [15]. F1-score is the harmonic average of the 

pre and rec index, which is always less than the value of accuracy as it is calculated with precision and recall 

value [10], [17]. 

For comparing the performance of ML models, recall is considered the principal evaluation index in 

this paper. The higher recall value of a model indicates that it accurately predicted a higher proportion of M 

BC samples [10]. The arithmetic representation of used evaluation metrics is given in between (1) and (4). To 

measure the average score of each evaluation index for an ML model i, (5) was used in this study, where 𝑡𝑚 

and 𝑝𝑖𝑣 refer to the total number of models and obtained performance index value, respectively. The average 

score of each evaluation index of seven used ML models is measured for Exp 1, 2, and 3. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100% (1) 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100% (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100% (3) 

 

F1 − score = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
× 100% (4) 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑠𝑐𝑜𝑟𝑒 =  
1

𝑡𝑚
 ∑ 𝑝𝑖𝑣(𝑖)𝑡𝑚

𝑖 = 1  (5) 

 

 

4. RESULTS AND DISCUSSION 

In this study, three different experiments such as Exp 1, 2, and 3 were utilized, and the performance 

of eight ML models was evaluated on the WBCD dataset for finding the best effective prediction technique 

for BC. Parameters, GS, and RS-based hyperparameters were used for the training of ML models. The 

overall performance of ML models over three different experiments is demonstrated in Table 1. In parameter-

based experiments, both LR and XGB obtained higher accuracy than other models, 98.25%. NB obtained the 

lowest accuracy in Exp 1, which was 93.57%. In Exp 2 where HPO was utilized using the best 

hyperparameters selected by GS, both LR and k-NN acquired 99.42% accuracy, which was higher than other 

models. NB did not perform well in Exp 2 and obtained 95.32% accuracy which was less than others. NB did 

not perform well in Exp 2 and obtained 95.32% accuracy which was less than others. In Exp 3 where RS was 

utilized to find the best hyperparameters for HPO of ML models, both LR and MLP obtained the highest 

accuracy, 99.42%. Like Exp 1 and 2, NB also obtained less accuracy than other models in Exp 3. 

HPO with GS showed a significant achievement in this study, where the accuracy of all models 

was increased except XGB. In RS-based HPO, the accuracy of LR, k-NN, MLP, and RF models was 

increased. In this study, XGB did not perform well in both Exp 2 and 3 and showed the best performance on 

parameter-based training of ML models. In Exp 1, XGB obtained the highest precision value, and DT 

obtained less than others, 98.39%, and 89.55%, respectively. LR obtained higher recall than other ML 

models, which was 98.41%. k-NN got the lowest recall value, 88.71%. In terms of the F1-score, LR 

performed well than other models and obtained a 97.64% F1-score. On the other hand, the F1-score of NB 

was less than others, 91.20%. The value of the evaluation indexes obtained by ML models in Exp 1 is 

presented in Table 2. 

 

 

Table 1. The performance of ML models for three 

different experiments 
Models Parameters (%) GS+HPO (%) RS+HPO (%) 

LR 98.25 99.42 99.42 

k-NN 95.32 99.42 96.49 

MLP 97.66 98.25 99.42 
SVM 97.66 98.83 97.66 

NB 93.57 95.32 92.98 

XGB 98.25 97.08 96.49 
RF 96.49 97.08 97.08 

DT 94.15 97.08 93.57 
 

Table 2. The statistical outcomes of ML models for 

Exp 1 
Models Precision (%) Recall (%) F1-score (%) 

LR 96.88 98.41 97.64 

k-NN 98.21 88.71 93.22 

MLP 96.83 96.83 96.83 
SVM 96.83 96.83 96.83 

NB 91.94 90.48 91.20 

XGB 98.39 96.83 97.60 
RF 96.72 93.65 95.16 

DT 89.55 95.24 92.31 
 

 

 

In Exp 2, both LR and SVM obtained the highest precision value, 100.0%. k-NN received the 

highest recall value, 100.0%. LR and k-NN both got a 99.20% F1-score, which was higher than other models. 

However, NB obtained less precision, recall, and F1-score than other models, 95.08%, 92.06%, and 93.55%, 

respectively. The value of the evaluation indexes obtained by ML models in Exp 2 is presented in Table 3. In 

Exp 3, LR and MLP got the highest precision value, 100.0%. LR, MLP, and SVM acquired a 98.41% recall 

value, which was higher than others. k-NN obtained a 95.16% recall value in Exp 3, whereas it obtained a 

100.0% recall value in Exp 2. Both LR and MLP got higher F1-score than other ML models, 99.20%. NB 

obtained less precision, recall, and F1-score than other models, 91.80%, 88.89%, and 90.32%, respectively. 

The value of the evaluation indexes obtained by ML models in Exp 3 is presented in Table 4. 

For evaluating the performance of Exp 1, 2, and 3 more evidently, the average of evaluation indexes 

was measured for all experiments in this study, as presented in Table 5. According to the findings of this 

evaluation, Exp 2 outperformed others which got higher average precision, recall, and F1-score, 97.79%, 

96.81%, and 98.99%, respectively. However, Exp 1 received a higher average recall than Exp 3, which was 

94.62%. On the other hand, Exp 3 obtained higher average precision and F1-score than Exp 1.  
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To demonstrate the performance of ML models over Exp 1, 2, and 3 more clearly, the confusion matrix of 

LR, k-NN, MLP, and RF models is presented in Figure 3. 

Considering the peculiarity of the BC diagnosis toll for healthcare, it is anticipated that all BC 

samples of M can be identified accurately by the prediction technique. To evaluate an ML model's efficiency 

in diagnosing BC samples of M, recall can play a vital role, which delivers the rate of predicted true positives. 

Therefore, recall is considered a crucial performance metric to evaluate ML models for BC diagnosis in this 

paper. If an ML model got a higher recall value, it indicates that a higher number of M BC samples is 

predicted accurately. In Exp 2, k-NN obtained a 100.0% recall value, demonstrating that k-NN accurately 

diagnosed all M BC samples. Except for k-NN, no other ML models got a 100.0% recall value, which strongly 

validates that k-NN is more suitable and effective than other models for BC diagnosis. After k-NN, the recall 

value of LR, SVM, and MLP was higher than the rest models. On the other hand, the average recall value of 

Exp 2 was significantly higher than Exp 1 and 3, which were 2.19% and 2.38%, respectively. 

 

 

Table 3. The statistical outcomes of ML models for 

Exp 2 
Models Precision (%) Recall (%) F1-score (%) 

LR 100.0 98.41 99.20 

k-NN 98.41 100.0 99.20 
MLP 96.88 98.41 97.64 

SVM 100.0 96.83 98.39 

NB 95.08 92.06 93.55 
XGB 95.31 96.83 96.06 

RF 98.33 98.33 95.93 

DT 98.33 93.65 95.93 
 

Table 4. The statistical outcomes of ML models for 

Exp 3 
Models Precision (%) Recall (%) F1-score (%) 

LR 100.0 98.41 99.20 

k-NN 95.16 95.16 95.16 
MLP 100.0 98.41 99.20 

SVM 95.38 98.41 96.88 

NB 91.80 88.89 90.32 
XGB 96.72 93.65 95.16 

RF 98.33 93.65 95.93 

DT 93.33 88.89 91.06 
 

 

 

Table 5. Average values of evaluation indexes for all experiments 
Experiments Avg. precision (%) Avg. recall (%) Avg. F1-score (%) 

Exp 1 95.67 94.62 95.10 

Exp 2 97.79 96.81 98.99 

Exp 3 96.34 94.43 95.36 

 

 

 
 

Figure 3. Confusion matrix of ML models (1: M, 0: B) 
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Based on these findings mentioned earlier, a framework where k-NN is trained with 

hyperparameters found by GS is suggested in this paper for accurate BC diagnosis. In addition, the LR model 

performed well in this study in all three experiments in terms of accuracy and NB got less accuracy in all 

experiments. However, the performance of XGB was decreased after utilizing HPO in this study. By 

inspiring the increasing demand for automated disease diagnosis toll in healthcare, the designed framework 

mentioned above is addressed in this study after several evaluations of effectiveness to aid doctors or medical 

experts in timely providing better treatments and plans to BC patients. Moreover, the outcome of this study is 

also compared based on recall and accuracy with recent studies conducted on the WBCD dataset for BC 

diagnosis which is illustrated in Table 6. Chen et al. [10] proposed XGB for BC diagnosis, which also got a 

100.0% recall value, but it obtained 2.02% less accuracy than ours, which clearly indicates that the addressed 

technique in this paper is more effective and suitable for BC diagnosis than similar studies conducted in the 

literature. 

 

 

Table 6 Comparison of the outcome with recent studies in the literature 
Author Model Recall (%) Accuracy (%) 

Han and Yin [4] ANN 98.41 98.74 

Chen et al. [10] XGB 100.0 97.40 

Akkur et al. [11] SVM 99.52 98.77 
Naji et al. [12] SVM NG1 97.20 

Gopal et al. [13] MLP 97.00 98.00 

Omondiagbe et al. [14] SVM 98.41 98.82 
Bensaoucha [15] SVM, MLP NG 96.52 

Albadr et al. [16] FLN 99.40 98.83 

Ogundokun et al. [17] MLP 97.80 97.20 
Sukmandhani et al. [18] H2O 89.62 93.14 

Our study k-NN 100.0 99.42 

NG1: Not given 

 

 

5. CONCLUSION 

BC is one of the leading reasons for women's deaths worldwide, mostly due to the lack of timely 

diagnosis and appropriate treatment. A variety of ML-based approaches have been introduced for BC 

diagnosis in recent years. In this study, three different experiments were conducted using parameters and 

hyperparameters on the WBCD dataset to find out an effective technique for BC diagnosis. The prediction 

performance of eight ML classifiers was evaluated using different evaluation indexes, where k-NN obtained 

100.0% recall and 99.42% accuracy with GS-based HPO. HPO demonstrated a noteworthy performance in 

this study, which increased the accuracy of all ML models except XGB. HPO increased the recall value of  

k-NN from 88.71 % to 100.0%, which strongly validates the effectiveness of HPO in BC diagnosis. Among 

three experiments, Exp 2 showed significant performance and obtained the highest average score of all 

evaluation indexes, which utilized GS-based hyperparameters to train ML models. According to the 

outcomes of several evaluation studies, k-NN trained with GS-based hyperparameters is proposed in this 

paper to design an automated system for BC diagnosis. In future work, the scope of this study will be 

expanded by introducing more ML and DL-based techniques with large datasets to develop a fully efficient 

and robust diagnosis technique for BC. Moreover, a complete internet of things (IoT) based diagnosis system 

will be designed and evaluated for healthcare to reduce diagnosis expenses and errors. 
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