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 Breast cancer is one of the leading causes of death among women 

worldwide. However, early prediction of breast cancer plays a crucial role. 

Therefore, strong needs exist for automatic accurate early prediction of 

breast cancer. In this paper, machine learning (ML) classifiers combined 

with features selection methods are used to build an intelligent tool for breast 

cancer prediction. The Wisconsin diagnostic breast cancer (WDBC) dataset 

is used to train and test the model. Classification algorithms, including 

support vector machine (SVM), light gradient boosting machine 

(LightGBM), random forest (RF), logistic regression (LR), k-nearest 

neighbors (k-NN), and naïve Bayes, were employed. Performance measures 

for each of them were obtained, namely: accuracy, precision, recall, F-score, 

Kappa, Matthews correlation coefficient (MCC), and time. The results 

indicate that without feature selection, LightGBM achieves the highest 

accuracy at 95%. With minimum redundancy maximum relevance (mRMR) 

feature selection (15 features), LightGBM outperforms other classifiers, 

achieving an accuracy of 98%. For Pearson correlation coefficient feature 

selection (15 features), LightGBM also excels with a 95% accuracy rate. 

Lasso feature selection (5 features) produces varied results across classifiers, 

with logistic regression achieving the highest accuracy at 96%. These 

findings underscore the importance of feature selection in refining model 

performance and in improving detection for breast cancer. 
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1. INTRODUCTION 

The costs of healthcare systems worldwide are increasing due to a rapidly aging population, 

investments in medical technology developments, and the growing spread of chronic diseases. Chronic 

diseases cost 3.4 million potential productive life years [1]. Major chronic diseases include chronic 

respiratory disease, hypertension and diabetes, stroke, cardiovascular disease, and cancer [2], [3]. 

Cancer is a disease in which some cells in the body cells begin to grow and multiply uncontrollably. 

A group of rapidly damaged cells may form lump or tumor. Tumor can be of two types: malignant 

(cancerous) which spread across the body and form new tumors through a process called metastasis or benign 

(non-cancerous) which stay in one place and cannot invade nearby tissues [4].  

https://creativecommons.org/licenses/by-sa/4.0/
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Breast cancer is one of the most common causes of women’s mortality worldwide. Currently nearly 

four million women in the United States alone are diagnosed with breast cancer [5]. However, the mortality 

rate can be reduced if breast cancer is diagnosed at an early stage in screening and treated in time. Many 

years ago, screening trials have been established to improve early detection of breast cancer, but it results in 

numerous scans that need to be evaluated which is labor intensive. Therefore, strong needs exist for 

automatic accurate early detection and prognostic prediction of breast cancer.  

This study aims to develop and evaluate an automatic detection model of breast cancer using 

artificial intelligence (AI). AI is being used to accelerate cancer research and therapy [6]. Algorithms are 

used by AI systems to simulate a human’s cognitive abilities. To construct these systems, a large amount of 

data sets are required, which allows the AI to recognize the pattern within the data set, and identify the 

relationship between the data.  

Machine learning (ML) is used to derive AI applications. ML provides statistical tools to explore 

and analyze particular data. In ML there is three different techniques: supervised, unsupervised, and semi-

supervised ML [7]. Notably, the various ML techniques conduct differently and have a few instances where 

they outperform each other. Therefore, this paper presents a comprehensive empirical comparison of ML 

techniques combined with features selection methods on breast cancer prediction. We apply ML classifiers to 

four different sets of features: all 30 features, a set of 15 features selected by the minimum redundancy 

maximum relevance (mRMR) algorithm, a set of 15 features selected by Pearson correlation coefficient, and 

a set of 5 features selected by Lasso algorithm, and finally the outcomes of the different ML classifiers for 

each features selection methods are evaluated based on their performance measures. 

Unlike previous approaches, our approach advances the field by presenting a holistic comparison of 

supervised ML techniques and feature selection methods specifically tailored for breast cancer prediction. 

This research fills a critical gap by not only developing an automatic detection model but also systematically 

evaluating its performance under different conditions. This comparative evaluation offers valuable insights 

into the performance of ML classifiers in breast cancer prediction, contributing to the advancement of 

automated breast cancer detection and aiming to improve accuracy while reducing the burden on healthcare 

systems. The subsequent sections elaborate on these contributions, demonstrating the depth and significance 

of our approach. 

This paper is organized as follows: section 2 reviews the related works. Section 3 provides an in-depth 

outline of the problem, detailing the proposed work, including the dataset, data pre-processing, feature selection 

algorithms, 10-fold cross-validation, and ML classifiers used. Section 4 demonstrates the experimental results 

and evaluation. Section 5 outlines the conclusion and future directions for further research. 

 

 

2. RELATED WORKS 

Different works have featured about shortcomings and advantages of using ML methods in order to 

predict breast cancer disease. The works related to this area is reviewed in brief as follows. In study [8] 

supervised ML methods such as SVMs, KNN, and logistic regression were combined with the principal 

components analysis (PCA) for dimensionality reduction to identify breast cancer patients. The experiment 

was conducted on data from the University of California, Irvine (UCI) repository [9]. The highest accuracy of 

92.7% was obtained with SVMs for identifying breast cancer patients by the proposed approach. 

For the Wisconsin diagnosis breast cancer (WDBC) dataset in UCI machine learning repository, the 

work in [10] used semi-supervised ML methods such as decision trees, random forest, and k-nearest 

neighbors to build prediction system of breast cancer occurrence. The calculated accuracy of the system was 

found to be 96% assigned to random forest. Yue et al. [11] used the voting approach to implement naive 

Bayes, J48 and SVM in the ensemble technique for predictive analysis of breast cancer. According to the 

authors, the ensemble method acquired 97.13% accuracy rate. 

Banu and Thirumalaikolundusubramanian [12] have affirmed naive Bayes techniques on the 

prediction of breast cancer and addressed a comparison study on bayes belief network (BBN), Tree 

augmented naïve Bayes (TAN) and boosted augmented naive Bayes (BAN). Based on their findings using 

gradient boosting, 94.11% was the highest accuracy rate have been obtained for TAN. Hence, the authors 

suggested that TAN is the best classifier among naïve Bayes techniques for Wisconsin breast cancer dataset 

(WBCD). 

Basunia et al. [13] proposed an ensemble method named stacking classifier which combines SVM, 

KNN, and random forest classification techniques. The predicted results of these combined techniques were 

provided as input into logistic regression as meta classifier. Stacking classifier was applied on WDBC and 

achieved 97.2% accuracy rate for breast cancer prediction.  

Ghani et al. [14] used Coimbra breast cancer dataset from UCI repository. The process of breast 

cancer prediction initiated by pre-processing, then significant attributes were extracted by using recursive 
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feature elimination (RFE). RFE uses random forest to select five features out of nine. The experimental 

outcomes showed that the artificial neural network (ANN) best classified the data into healthy and patients 

with an accuracy of 80%. Based on the related works in this field that have been cited, apparently, further 

research in this field is needed to improve the performance of the classification systems so that it can predict 

breast cancer ideally, in addition to determine the essential features that affect the prediction performance. 

 

 

3. METHOD  

This section discusses the methodology as depicted in Figure 1 through five main phases. These five 

phases are dataset preparation, features selection, 10-fold cross-validation, machine learning classification, 

and prediction model evaluation phase. These phases are outlined in Figure 1. 

 

 

 
 

Figure 1. Framework of the proposed methodology 

 

 

3.1.  Dataset preparation 

The used dataset of breast cancer is a publicly available dataset called Wisconsin diagnostic breast 

cancer (WDBC) dataset from UCI machine learning repository in [9]. The dataset contains 569 instances, 

each instance consists of 30 attributes. Based on these attributes, the diagnosis of the tumor is either 

Malignant (M) or Benign (B). Table 1 shows the collection of the 30 attributes with their description. In this 

work, labelling and normalization are the data preprocessing techniques that have been employed for 

improved ML performance. 

 

3.2.  Features selection 

Features selection is a process of reducing the input features by selecting only relevant features for 

ML model training. Using features selection optimizes the training model in several ways: firstly, reducing 

the dimensionality by removing irrelevant or partially relevant features from the data, hence preventing 
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learning from noise and overfitting, secondly, improving the prediction accuracy, thirdly, reducing the 

training time, hence it is an exponential growth in some of the training models [15]. There are various 

statistical methods used for features selection, mainly there are supervised and unsupervised. The former 

refers to the method for selecting features that makes use of the output label class, Unsupervised features 

selection, on the other hand, refers to process that does not require the output label class for features 

selection. Supervised and unsupervised features selection methods can be divided in the same way into three 

main approaches [16]: 

− Filter methods: in these methods, features are eliminated depending on their relation to the output or how 

they correlate with the output.  

− Wrapper methods: in these methods, data are splitted into subsets to train a model, then features are added 

and deleted based on the model’s output to build a subset and train the model again. 

− Intrinsic methods: These methods use the benefits of both wrapper and filter and methods to produce the 

best subset, the model will train and check the accuracy of many subsets before selecting the best one. 

Some of the common features selection algorithms based on which method they belong to are [17]: 

− Filter methods: Pearson’s correlation coefficient, chi squared, ANOVA coefficient. 

− Wrapper methods: recursive feature elimination, genetic algorithms. 

− Intrinsic methods: lasso regularization, decision tree. 

In this paper, based on the input and output variables, as we have a core a numerical input and a numerical 

output, i.e. not categorical variables, we have used three features selection methods: Pearson’s correlation 

coefficient, lasso and mRMR. These methods are discussed below. 

 

 

Table 1. WDBC dataset description 
Attribute name Description 

Radius mean Mean of distances from center to points on the perimeter 

Texture mean Standard deviation of gray-scale values 
Perimeter mean Mean size of the core tumor 

Area mean Mean area inside the boundary of core tumor 
Smoothness mean Mean of local variation in radius lengths 

Compactness mean Mean of perimeter^2 / area - 1.0 

Concavity mean Mean of severity of concave portions of the contour 
Concave points mean Mean for number of concave portions of the contour 

Symmetry mean Mean of similar area of tumor parts that matches 

Fractal dimension mean Mean for “coastline approximation” - 1 
Radius se Standard error for the mean of distances from center to points on the perimeter 

Texture se Standard error for standard deviation of gray-scale values 

Perimeter se Standard error for perimeter mean 
Area se Standard error for area mean 

Smoothness se Standard error for local variation in radius lengths 

Compactness se Standard error for perimeter^2 / area - 1.0 
Concavity se Standard error for severity of concave portions of the contour 

Concave points se Standard error for number of concave portions of the contour 

Symmetry se Standard error for mean of similar area of tumor parts that matches 
Fractal dimension se Standard error for “coastline approximation” – 1 

Radius worst “worst” or largest mean value for mean of distances from center to perimeter points 

Texture worst “worst” or largest mean value for standard deviation of gray-scale values 
Perimeter worst “worst” or largest mean value for mean size of the core tumor 

Area worst “worst” or largest mean value for mean area inside the boundary of core tumor 

Smoothness worst “worst” or largest mean value for local variation in radius lengths 
Compactness worst “worst” or largest mean value for perimeter^2 / area - 1.0 

Concavity worst “worst” or largest mean value for severity of concave portions of the contour 

Concave points worst “worst” or largest mean value for number of concave portions of the contour 
Symmetry worst “worst” or largest mean value for standard error for mean of similar area of tumor parts that matches 

Fractal dimension worst “worst” or largest mean value for “coastline approximation” - 1 

 

 

3.2.1. Pearson correlation coefficient 

The Pearson correlation coefficient is often used to assess the strength and direction of a two-

variables linear relationship. This coefficient ranges from -1, a perfect negative relationship, to 1, a perfect 

positive relationship, with 0 representing no correlation [18]. To calculate this coefficient, the formula for the 

covariance between two variables is used as (1). 

 

𝑟 =
∑(𝑥𝑖−𝑥‾)(𝑦𝑖−𝑦‾)

√∑(𝑥𝑖−𝑥‾)2∑(𝑦𝑖−𝑦‾)2
 (1) 
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where, 𝑟 is correlation coefficient, 𝑥𝑖 is values of the x-variable in a sample, 𝑥‾ is mean of the values of the  

x-variable, 𝑦𝑖 is values of the y-variable in a sample, and 𝑦‾ is mean of the values of the y-variable. 

 

3.2.2. Lasso 

Lasso stands for “least absolute shrinkage and selection operator”. The concept of lasso 

regularization is one which is widely utilized in the field of supervised learning. It is a statistical technique 

which can be used to shrink or regularize the values of coefficients in a given model. By shrinking these 

coefficients, the model will be better able to reduces the number of variables that need to be considered in the 

model and reduce the risk of overfitting. Furthermore, it helps to reduce the variance of the model, as the 

coefficients for insignificant features are shrunk to zero [19]. 

 

3.2.3. Minimum redundancy-maximum relevance 

It is one of the most heavily utilized features selection algorithms, which uses the concept of mutual 

information by measuring relevance which is the relationship between each of the features and the class label 

as well as calculating the redundancy which is a relationship between one variable and another. 

First of all, the mRMR run the features in the same manner, and create an empty subset, then looks 

at the mutual information between all of the features and the class label and try to find which feature has the 

highest mutual information with the class label to put that feature as the first feature in an empty subset, then 

more features will be added on the condition that the mutual information between these features that will be 

added should be minimal with respect to the already selected feature in the subset, and the algorithm 

continues adding more features sequentially [20]–[22]. 

 

3.3.  10-fold cross-validation 

10-fold cross-validation is an essential technique used in the field of ML for data analysis and 

validation. It is a resampling method that divides the dataset into 10 equal parts, or “folds”. Each fold is used 

as a testing set while the remaining nine are used as training sets. After all the folds have been tested, the 

results are then averaged to get a more reliable estimate. This technique has many advantages, such as 

reducing the bias of the model and ensuring that the model is not overfitting the data. Additionally, this 

method allows for the training and testing of the model on the same dataset, which is beneficial in scenarios 

where the data is limited. Overall, 10-fold cross-validation is a practical and reliable approach for assessing 

the performance of ML algorithms and its use should be highly considered in a variety of data analysis tasks 

[23]. 

 

3.4.  Machine learning algorithms 

Machine learning algorithms are especially useful in the field of artificial intelligence. Where they 

can be used in predictive analytics to analyze large datasets in order to identify patterns, trends, and 

correlations. The different machine learning classifiers which have been adopted for breast cancer prediction 

task are discussed below. 

 
3.4.1. Support vector machines  

Support vector machines (SVM) is a supervised learning algorithm, it requires a training set or a 

collection of points that have previously been labeled with the correct category. Each object to be categorized 

is represented as a point, and the coordinates of a point in an n-dimensional space are frequently referred to 

as features. SVM performs the classification test by drawing a hyperplane, which is a line in two dimensions  

or a plane in three dimensions, with all points from one category on one side and all points from the other 

category on the other. While there may be numerous such hyperplanes, SVM seeks the one that best 

separates the two categories, and maximizing the distance to points in either category; this distance is known 

as the margin, and the points that fall exactly on the margin are known as the supporting vectors [24]. In our 

work, to perform our SVM analysis, we used Python Scikit-Learn. With the final parameters:  

 

params: {C: [10], gamma: 'scale', kernel: [’rbf’], tol: 1e-3}  

 
3.4.2. Light gradient boosting machine 

Boosting is an ensemble technique for creating a collection of predictors whose predictions are 

generally aggregated by some sort of weighted average in order to create an overall prediction that is guided 

by the collection itself. Gradient boosting is an instantiation of this idea for creating regression models 

comprised on regressors collections, the idea is repeatedly following this procedure: a simple regression 

predictor is learned from data, then the error residual is computed, i.e., the amount of the error per data points 

in the predictions and then a new model to try to predict this error residual is added [25]. In our work, to 

perform our LightGBM analysis, we used Python Scikit-Learn. With the final parameters:  
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params: {num_leaves: 31, bagging_freq: 1.0, objective: regression, bagging_fraction: 1.0, 

learning_rate: 0.1, feature_fraction: 1} 

 

3.4.3. Random forest 
Random forest (RF) is a method that works by building several decision trees throughout the 

training phase. The random forest selects the majority choice of the trees as the final decision. A decision tree 

is a diagram in the shape of a tree that is used to choose a course of action. Each branch of the tree represents 

a potential decision occurrence or reaction [26]. In our work, to perform our RF analysis, we used Python 

Scikit-Learn. With the final parameters:  

 

params: {n_estimators: 100, criterion:'gini', min_samples_leaf:5, min_samples_split:2, 

max_features:'sqrt’} 

 

3.4.4. Logistic regression 
LR derived from the logit transformation which is used in the background of the regression. It is 

used to describe data and to investigate the connection between one or more independent variables and one or 

more dependent variables (nominal, ordinal or interval). LR is a technique in which the binary dependent 

variable can be modeled as a probability of an event-rather than a measure, the measure is always 0 and 1 but 

the probabilities will always range from 0 to 1, so minimum probability of any event is 0, the max is 1, so 

this requires the transformation from the binary nominal variable in dataset [27]. In our work, to perform our 

LR analysis, we used Python Scikit-Learn. With the final parameters: 

 

params: {penalty: 'l2', criterion: 'gini', tol:1e-4, solver:'lbfgs'} 

 

3.4.5. K-nearest neighbors 

K-NN is a classification algorithm that stores all existing cases and uses a similarity measure to 

classify the new data or cases. Therefore, k in k-NN is number of the nearest neighbor which are voting on 

the data class. The value of this k is a hyperparameter that is chosen by the user precisely such that there is no 

major bias in one side or the other which resulted in better accuracy [28]. In our work, to perform our k-NN 

analysis, we used Python Scikit-Learn. With the final parameters:  

 

params: {n_neighbors:5, weights:'uniform', algorithm:'auto'} 

 

3.4.6. Naïve Bayes 

Naïve Bayes is a supervised learning algorithm used for classification. It works on the principles of 

conditional probability as given by the Bayes’ theorem. When the dimensionality of the inputs is high, naïve 

Bayes is an appropriate choice. Despite its simplicity, naïve Bayes may frequently outperform more 

advanced classification algorithms as it uses fewer training data to predict the classification parameters. 

The key assumption of the naïve Bayes algorithm is that class conditional independence, which 

allows it to simplify the computation of the probabilities. There are several variations of the naïve Bayes 

classifier that can be used to predict continuous, categorical or binary outcomes. In this work, Gaussian 

Bayes Naïve is used. In Gaussian Bayes, naïve continuous values associated with each feature are considered 

to have a Gaussian distribution. A Gaussian distribution is also known as the normal distribution. It generates 

a symmetric bell-shaped curve around the mean of the feature values when plotted [29]. In our work, to 

perform our naïve Bayes analysis, we used Python Scikit-Learn. With the final parameters:  

 

params: {var_smoothing=1e-09}  

 

 

4. RESULTS AND DISCUSSION 

In this paper, SVMs, LightGBM, RF, LR, k-NN, naïve Bayes classification algorithms were 

employed, and classification performance measures for each of them were obtained, namely: accuracy, 

precision, recall, F-score, MCC, kappa and time. These measures are based on four possible outcomes, true 

positive (TP), false positive (FP), true negative (TN), and false negative (FN) [30]. The formulae for 

classification performance metrics are presented in (2)-(7). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁)
  (2) 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
  (3) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
        (4) 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
(𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
  (5) 

 

𝑀𝐶𝐶 =
𝑇𝑃×𝑇𝑁−𝐹𝑃×𝐹𝑁

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝑇𝑁)
 (6) 

 

𝑘 =
𝑝𝑜−𝑝𝑒

1−𝑝𝑒
 (7) 

 

where po is the relative observed agreement among raters, and pe is the hypothetical probability of chance 

agreement. 

Each classification algorithm was applied to a set of features selected by three different features 

selection method. Namely: Pearson correlation coefficient, Lasso, and mRMR, as shown in Table 2. The 

performance for each of the different classification algorithms and different features selection method is 

summarized in Table 3 and plotted as shown in Figure 2 to Figure 5.  

Based on the experimental results which are tabulated in Table 3, we infer that the lowest accuracy 

is obtained when all features were used, and specifically with SVMs classification algorithm with an 

accuracy of 90%. Furthermore, we infer that the highest accuracy is obtained with the combination of the 

LightGBM classifier  and the features selected by mRMR achieving 98%. Comparing these results to 

different research in the literature demonstrated on WDBC breast cancer, it can be noted that the combination 

of the LightGBM classifier and the features selected by mRMR outperforms other classifiers in terms of 

accuracy in breast cancer prediction. 
 

 

Table 2. Selected features by features selection methods 
Algorithms Features 

Pearson correlation 

coefficient 

radius_mean, perimeter_mean, area_mean, compactness_mean, concavity_mean, concavepoints_mean, 

radius_se, perimeter_se, area_se, radius_worst, perimeter_worst, area_worst, compactness_worst, 
concavity_worst, concave, points_worst 

Lasso area_mean, area_se, texture_worst, perimeter_worst, area_worst 
mRMR concave points_worst, perimeter_worst, concave points_mean, radius_worst, perimeter_mean, 

area_worst, radius_mean, concavity_mean, concavity_worst, area_mean, compactness_worst, 

compactness_mean, texture_worst, radius_se, perimeter_se 

 
 

Table 3. Selected features by features selection methods 
Features selection 

methods 

# 

Features 

Models Accuracy Precision Recall F-Score Kappa MCC Time 

Without features 

selection 

30 Support vector machine 0.90 0.93 0.81 0.85 0.78 0.80 0.01 

Light gradient boosting 0.95 0.94 0.92 0.93 0.89 0.89 0.1 

Random forest classifier 0.96 0.95 0.93 0.94 0.91 0.91 0.5 
Logistic regression 0.95 0.94 0.93 0.93 0.90 0.90 0.20 

K neighbors classifier 0.94 0.94 0.90 0.92 0.87 0.88 0.11 

naïve Bayes 0.93 0.92 0.89 0.90 0.85 0.86 0.01 

mRMR 15 Support vector machine 0.93 0.98 0.84 0.90 0.86 0.87 0.01 

Light gradient boosting 0.98 0.98 0.95 0.97 0.95 0.95 0.04 

Random forest classifier 0.95 0.96 0.92 0.94 0.88 0.89 0.01 
Logistic regression 0.95 0.95 0.92 0.94 0.90 0.90 0.2 

K neighbors classifier 0.94 0.97 0.89 0.92 0.88 0.89 0.02 

naïve Bayes 0.94 0.93 0.90 0.91 0.87 0.87 0.01 
Pearson 

correlation 

coefficient 

15 Support vector machine 0.89 0.87 0.86 0.86 0.77 0.78 0.01 

Light gradient boosting 0.95 0.95 0.92 0.93 0.89 0.90 0.1 

Random forest classifier 0.96 0.96 0.93 0.94 0.91 0.91 0.5 
Logistic regression 0.94 0.94 0.92 0.92 0.88 0.89 0.2 

K neighbors classifier 0.93 0.94 0.89 0.91 0.87 0.87 0.12 

naïve Bayes 0.93 0.94 0.89 0.91 0.87 0.87 0.01 
Lasso 5 Support vector machine 0.83 0.86 0.77 0.77 0.65 0.70 0.02 

Light gradient boosting 0.94 0.94 0.91 0.92 0.88 0.91 0.4 

Random forest classifier 0.94 0.95 0.91 0.92 0.88 0.90 0.5 
Logistic regression 0.96 0.96 0.93 0.94 0.91 0.91 0.03 

K neighbors classifier 0.93 0.92 0.88 0.90 0.86 0.85 0.11 

naïve Bayes 0.93 0.96 0.84 0.89 0.85 0.85 0.01 
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Figure 2. ML algorithms performance with all features 

 

 

 
 

Figure 3. ML algorithms performance with the features selected by mRMR 

 

 

 
 

Figure 4. ML algorithms performance with the features selected by Lasso 

 

 

 
 

Figure 5. ML algorithms performance with the features selected by Pearson correlation coefficient 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Predictive modeling for breast cancer based on machine learning algorithms … (Arar Al Tawil) 

1945 

5. CONCLUSION AND FUTURE WORKS 

In this study, various ML approaches, in conjunction with three common feature selection methods 

(Pearson correlation coefficient, Lasso, and mRMR), were explored for breast cancer diagnosis using the 

WDBC dataset. The selected features, crucial in the ML data analysis process, served as inputs for training 

six ML classifiers: SVMs, LightGBM, RF, LR, k-NN, and naïve Bayes, to create a breast cancer prediction 

model. The experimental results unveiled compelling insights, showcasing that a model built on features 

selected by mRMR and the LightGBM classifier achieved the highest accuracy at 98%. This finding signifies 

the effectiveness of our proposed approach as a valuable tool in the medical field, providing a robust method 

for breast cancer prediction. Building on the success of the current study, future research avenues can further 

enhance the proposed approach. Firstly, experiments will be extended to different breast cancer datasets to 

validate the generalizability and robustness of our methodology across diverse populations and data 

distributions. 

Moreover, future works can delve into the exploration of advanced metaheuristic algorithms for 

optimizing feature selection and classifier parameters. Metaheuristic algorithms such as particle swarm 

optimization (PSO), genetic algorithms (GA), and harmony search optimization (HHO) can be employed to 

fine-tune the selection of features and optimize the performance of ML classifiers. Integrating these 

metaheuristic algorithms into the feature selection process aims to enhance the efficiency and accuracy of 

breast cancer prediction models, providing a more sophisticated and adaptive approach. In conclusion, the 

current research lays the foundation for a promising approach to breast cancer prediction, and future 

endeavors will focus on extending its applicability, generalizability, and optimization using advanced 

metaheuristic algorithms. 
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