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 Social media platforms, including YouTube and Facebook, allow users to 

interact through comments and videos. However, the openness of these 

platforms also makes them susceptible to spammers engaging in phishing, 

malware distribution, and advertisement dissemination. In response, our 

study introduces an innovative technique for detecting features indicative of 

spam within comments associated with shared videos. The initial phase 

involves data collection from the University of California, Irvine (UCI) 

machine learning repository and preprocessing using tokenization and 

lemmatization. Subsequently, a rigorous feature selection process is 

executed, and experiments are conducted with various proposed 

classification models. The performance evaluation demonstrates outstanding 

accuracy in identifying spam comments on YouTube: convolutional neural 

network with gated recurrent unit (CNN-GRU) at 95.92%, convolutional 

neural network with long short-term memory (CNN-LSTM) at 95.41%, 

convolutional neural network with bidirectional long short-term memory 

(CNN-biLSTM) at 96.43%, gated recurrent unit (GRU) at 95.41%, long 

short-term memory (LSTM) at 94.13%, and bidirectional long short-term 

memory (biLSTM) at 96.94% and convolutional neural network (CNN) at 

94.64%. These results highlight the substantial contribution of our approach 

to spam detection and the fortification of online security. 
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1. INTRODUCTION 

YouTube is a well-known social platform that serves as a medium for users to share and upload 

relevant videos. Internet users from various parts of the world can watch these videos online. Through the 

videos found on YouTube, users can share their creations and provide comments on those videos. Comments 

originating from users are not only limited to praising good videos or criticizing disliked videos. However, 

they can also take the form of unwanted or irrelevant electronic messages, which are then sent massively to 

several recipients in a form known as spam [1].  

Spam is not just a problem; it also leads to negative impacts such as wasting time, excessive memory 

usage, and inefficient network bandwidth utilization. The threats within spam can result in financial losses 

for organizations and users [2]. Some use YouTube comments for advertising, while others spread computer 

viruses; there are also intentionally designed spam messages to steal financial identities [3]. The most serious 

threat arises when spam is linked to malicious actions that direct users to phishing sites and distribute malware 

[4] . The spam ratio on YouTube is 100 to 1, indicating the severity of the spam threat as depicted in Table 1. It 
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can be concluded that spam can pose a dangerous security threat to users. Spammers exploit this opportunity 

to spread malicious software through comments, exploiting user device vulnerabilities. This can also involve 

financial information theft, damaging web page content, and disturbing visitors by reducing content quality [5]. 

Researchers have extensively studied the detection of spam on YouTube. Classifying YouTube comments as 

spam and ham using machine learning [5]–[13], cascaded ensemble machine learning model [14], Markov 

decision process [15], artificial neural network [16], Microsoft structured query language server data mining 

tools [17], contextual feature based one-class classifier approach [18], hybrid ensemble machine learning 

models [19], multi-stage spam account [20]. Brain-inspired hyperdimensional computing [21], genetic 

algorithmic multi evaluation [22], n-gram assisted [23]. This comprehensive exploration demonstrates 

dedication to combat spam through various sophisticated techniques encompassing machine learning 

paradigms, algorithmic advancements, and even bio-inspired computing, collectively working to uphold the 

integrity of platforms like YouTube. Implementing deep learning models provides a robust solution for 

tackling the complexity of textual data [24]. Combinations of convolutional neural networks with long short-

term memory (CNN-LSTM), convolutional neural networks with bidirectional long short-term memory 

(CNN-biLSTM), and convolutional neural networks with gated recurrent unit (CNN-GRU) are commonly 

used approaches in spam detection in YouTube comments or other domains involving text analysis. This 

approach is used because convolutional neural network (CNN) effectively recognizes visual patterns in text, 

while long short-term memory (LSTM) and bidirectional long short-term memory (biLSTM) effectively 

understand sequence and context in text. Combining the advantages of these two worlds, a hybrid model like 

this can help detect spam that utilizes visual elements and text context to trick spam detection algorithms. This 

model can effectively merge an understanding of temporal context and essential feature extraction from the 

text, enabling more precise detection of increasingly diverse spam patterns. Training the model on preprocessed 

comment datasets can automatically distinguish between legitimate and potential spam comments. 

Implementing this model in real-time moderation efficiently handles suspicious comments, ensuring the safety 

and cleanliness of the online environment for YouTube users. 

 

 

Table 1. Analysis of widespread spam on a well-known social platform [4] 
Description Data 

Social media applications characterized by spam-like behavior 5% 

Social media applications owned by brands exhibiting spam-like behavior 20% (that is 1% overall) 
The mean count of social profiles engaged by a spam account 23 

Count of newly generated spam accounts 5 out of every new account 

The social platform most preferred by spammers Facebook and YouTube 
Percentage of spam messages containing URLs 15% 

Total count of messages across social media 1 out of every 200 

 

 

2. METHOD 

Figure 1 illustrates the workflow of the proposed method for YouTube spam detection. There are 4 

phases in this workflow: data collection, data pre-processing, feature selection and extraction, and classification. 

These phases are explained in the following subsections. 

 

2.1.  Data collection 

The experimental dataset is obtained from the University of California, Irvine (UCI) machine 

learning repository. The dataset consists of five specifically chosen videos sourced from YouTube using the 

application programming interface (API) [25]. These videos belong to Park Jae-sang (PSY), KatyPerry, 

laughing my freaking ass off (LMFAO), Eminem, and Shakira. The aggregate number of spam and legitimate 

comments in the PSY video amounts to 350, while Katy Perry’s video contains 350, LMFAO’s has 438, 

Eminem’s has 448, and Shakira’s has 370. A dataset comprising 1,956 review data points was utilized to 

streamline the computational process, consisting of 1,005 spam comments and 935 legitimate (ham) 

comments. 

 

2.2.  Data pre-processing 

Data preprocessing is a vital step in machine learning methods. This process aims to prepare the 

dataset by cleaning it, allowing relevant features to be extracted according to this specific detection framework. 

Two processes are carried out in the preprocessing steps for this research. These processes involve 

tokenization and stemming. Tokenization involves the separation of comments based on spaces (-) and 

punctuation marks [26]. The stemming process involves transforming words into their root forms. For 

instance, the word ”Subscribe” becomes ”Subscribe” [25]. 
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Figure 1. The workflow of proposed method 

 

 

2.3.  Features selection and extraction 

This phase involves cleaning data, identifying relevant features based on YouTube comments, 

dividing the features into three sets to identify the best feature set, and testing these features using 

classification techniques. Links or uniform resource locators (URLs) are frequently recognized as indicative 

of spam messages or comments [27]. We record this attribute through a Boolean expression, where 1 

signifies existence, and 0 indicates nonexistence. Comment length is calculated post-pre-processing in this 

study, and this attribute holds a numerical nature [28]. It is also depicted as a Boolean expression, assigning a 

value of 1 if spam-related keywords are within the comment and 0 when such keywords are absent [29]. 

 

2.4.  Classification 

In this phase, a training and testing process is involved. 80% will be allocated for training and 20% 

for testing. We also set the global hyperparameters: 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑝𝑜𝑐ℎ𝑠 = 20, 𝑏𝑎𝑡𝑐ℎ 𝑠𝑖𝑧𝑒 = 10, and 

𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟 = 𝐴𝑑𝑎𝑚. After completing this phase, there should be features considered as spam. Therefore, 

the dataset needs to be trained based on proposed models (CNN, LSTM, biLSTM, GRU, CNN-LSTM, CNN-

biLSTM, and CNN-GRU). The result performance will be used accuracy in (1). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑁+𝐹𝑃 𝑇𝑃+ 𝐹𝑁
 (1) 

 

where TP: true positive, TN: true negative, FN: false negative, and FP: false positive 

 

 

3. RESULTS AND DISCUSSION 

The learning process generates a model or classifier adapted to the input data. The model generated 

through this learning process requires accuracy testing to determine whether it is appropriate. The proposed 

model is tested by splitting the data into 10 segments. In the first iteration, the model is tested using the first 

segment of the data divided into 10 parts. In the second iteration, the testing data originates from the second 

segment of the same data. The third segment of the data is used as the testing data for the third iteration, and 

so on. The accuracy of the testing data from each iteration is averaged to evaluate the model’s performance. 

The training and testing data are independent, enabling the assessment of the model’s capability to 

process unfamiliar data. Before being tested with the testing data, the proposed model or classifier produced 

from the training data is initially tested on the same training data. This step aims to evaluate the performance 

during the learning process. Figure 2 compares model accuracy during the training and testing throughout  

20 epochs. The model generated from the training data in this study demonstrates an extremely high level of 

accuracy. Figure 2 shows that the accuracy of the training data reaches 100% after just 20 epochs, except for 

CNN, which displays minor variations. This phenomenon highlights the exceptional ability of the proposed 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 14, No. 3, June 2024: 3313-3319 

3316 

model to comprehend and capture patterns present within the training data. However, the CNN model 

exhibits slightly different results, possibly due to the complexity of the structure and features within the data. 

Nonetheless, the achieved results remain impressive and underscore the substantial potential of the model in 

addressing the issue of spam detection on the YouTube platform. 

 

 

  
 

Figure 2. The comparison of the accuracy trends in the training and testing processes 

 

 

All generated models achieved a final accuracy rate of 95.55% on average. This is evident when 

analyzing the accuracy testing graph, which displays fluctuations across all models, with the GRU model 

standing out as the primary focus. The CNN model exhibited the highest accuracy at 96.94%, the lowest at 

91.84%, and concluded at 95.41%. The graph depicting the accuracy trends of the models against the testing 

data indicates a relatively stable pattern. The difference in the accuracy graph between training and testing 

data arises from monitoring classification accuracy using the training data during each testing phase, 

resulting in an increase or stability of training data accuracy in each iteration. 

On the other hand, testing data accuracy is not monitored during the model testing process using the 

testing data. The comparison of movement in the training and testing result graphs indicates significant 

consistency in the performance of the models on both datasets. The relatively small gap between these two 

graphs suggests that the models did not experience overfitting, a condition where a model becomes 

excessively tailored to the training data, leading to decreased performance when tested on unseen data. 

Successfully maintaining a controlled difference between the training and testing result graphs is a positive 

indicator of the quality of the models produced in this study. 

Figure 3 compares accuracy results obtained using (1). The highest accuracy rate is achieved by 

CNN-biLSTM, reaching 96.94%, followed by biLSTM (96.42%) and CNN-GRU (95.92%). CNN-LSTM 

and GRU have similar accuracy rates, at 95.41%, while CNN achieves 94.61% and LSTM at 94.13%. This 

visual representation reinforces these findings, providing a solid understanding of the effectiveness and 

quality of each model in tackling the challenge of spam detection on the YouTube platform. Consistency and 

high accuracy levels in identifying spam signify significant potential for creating a safer and spam-free online 

environment. Given the threat of increasingly sophisticated spam tactics, a deep understanding of the 

performance and characteristics of these models becomes ever more crucial. The superiority of  

CNN-biLSTM in detecting YouTube comment spam can be explained from the theoretical aspect of their 

functionalities. CNN effectively extracts spatial features, and biLSTM understands contextual relationships 

between words. By combining both, CNN-biLSTM becomes a robust solution for handling the task of spam 

detection on the YouTube platform. 

Several studies have proposed various models for spam detection. The comparison of previous study 

results with the proposed model is presented in Table 2. This comparison provides insightful perspectives on 

the performance of diverse classification methods, demonstrating that the models introduced in this study 

exhibit remarkable quality and effectiveness. Mainly, models such as CNN-GRU, CNN-LSTM, and  

CNN-biLSTM show superior performance, surpassing various other classification methods in this analysis. 

The accuracy performance results discussed earlier are based on the theoretical principles of each 

classification method. Neural network methods, as used in the study [6], excel in extracting intricate features 

from text data, enabling the recognition of patterns indicative of spam comments. Random forest, as outlined 
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in [11], relies on ensemble methods, combining decisions from individual decision trees to handle data 

variations effectively. Naive Bayes and logistic regression, as described in [10], utilize statistical probabilities 

for data classification. In contrast, the support vector machine from the research [13] separates data using an 

optimal hyperplane for class separation. 

In contrast, the K-nearest neighbor is limited in dealing with complex data variations. The Markov 

decision process in [15] reflects context understanding and the influence of the past in decision-making. In 

line with these principles, the proposed models in this study integrate innovative architectures, such as  

CNN-GRU, CNN-LSTM, and CNN-biLSTM, to combine feature processing, pattern recognition, and 

temporal context comprehension. These hybrid models effectively address the complexities and temporal 

patterns commonly found in text data, including spam comments, resulting in impressive accuracy levels, as 

demonstrated in the evaluation. 

 

 

 
 

Figure 3. The comparison of testing accuracy performance 

 

 

Table 2. The comparison accuracy of proposed model and previous study 
Ref. Classifier Accuracy (%) 

[6] Neural network 91.65 

[11] Random forest 90.57 

[10] Naive Bayes 87.21 
 Logistic regression 85.29 

[13] Support vector machine 74.40 

 K–nearest neighbor 56.70 
[15] Markov decision process 78.82 

Proposed model CNN-GRU 95.92 

 CNN-LSTM 95.41 
 CNN-biLSTM 96.94 

 GRU 95.41 

 LSTM 94.13 
 biLSTM 96.43 

 CNN 94.64 

 

 

4. CONCLUSION 

Based on previous studies, several studies applied and evaluated various classification models for 

spam detection on YouTube, including neural network, random forest, naive Bayes, logistic regression, 

support vector machine, K-nearest neighbor, and Markov decision process. Additionally, we proposed hybrid 

models that combine CNN with LSTM, biLSTM, and GRU. The performance evaluation results indicate that 

our hybrid models, such as CNN-GRU (95.41%), CNN-LSTM (95.41%), CNN-biLSTM (96.94%), GRU 

(95.41%), LSTM (94.13%), biLSTM (96.43%) and CNN (94.64%), provide excellent accuracy in identifying 

spam comments on YouTube. Overall, this research demonstrates a significant contribution to understanding 

and addressing the challenges of spam detection in the online environment. 
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