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Abstract

High power white LEDs are expected to replace the existing lighting technologies in near future which are also
suggested for visible light communication (VLC). We proposed an algorithm for high precision indoor positioning using lighting
LEDs, VLC and image sensors. In the proposed algorithm, four LEDs transmitted their three-dimensional coordinate
information which were received and demodulated by two image sensors near the unknown position. The unknown position was
then calculated from the geometrical relations of the LED images created on the image sensors. We described the algorithm in
details. Smulation of the proposed algorithm was done and presented in this paper. This technique did not require any angular
measurement which was needed in contemporary positioning algorithms using LED and image sensor. Smulation results showed
that the proposed system could estimate the unknown position within the accuracy of few centimeters. Positioning accuracy could
beincreased by using high resolution image sensors or by increasing the separation between the image sensors.
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1. Introduction

Indoor positioning systems are becomingrdasingly significant for pervasive and contextee
computing with location awareness, autonomous rehovement, sensor applications etc. During the tast
decades, researchers have been trying to devekifioping techniques to provide precise locatiofoiimation
using GPS, IR, RFID, Blutetooth, WLAN, Ultrasouraahd so on [1]. GPS has been extensively used ftigaing
in outdoor environment such as in car navigatioobifie phones, ships, planes, surveying of publickacetc.
However, since GPS positioning depends on radicevm@pagation, multipath fading and disturbancemfother
radio sources lead to large positioning error ithoimr environment. The conventional indoor positignsystems
such as WLAN, RFID, Bluetooth and Ultrasound systeame problems due to system instability, long oesg
time, low accuracy and low precision. Recentlyjblés light communication (VLC) is emerging as afradtive
technology for indoor positioning system [2-6]. gether with illumination, lighting equipments seithe purpose
of data communication in VLC system. This systemeigarded as one of the most promising alternativdsand
limited radio wave communication sinteloes not cause or suffer from radio or electrgnagic interference. VLC
can be used in buildings, underground and evenospitals where radio frequency is prohibit€bmpared to
conventional lighting devices such as incandesaedtfluorescent lamps, LED is more advantageousrms of
long life expectancy, high tolerance to environmaéhiazards, low operating voltage, low power corsion and
nominal heat dissipation lighting. Hence, high powite LEDs are considered to be a strong caneidtat the
future illumination technology [7-9]. Therefore, viiecus on developing VLC based positioning systémthis
paper, we propose an algorithm for high precisimoor positioning using LED based VLC and imagessen The
proposed scheme utilizes LED lighting array as Vi@nsmitter that transmits the three-dimensiond))(3
coordinate information of some reference LEDs. Timage sensors receive the information from allréference
LED lights through lenses and demodulate the mosiinformation. The required unknown position igrth
calculated using the position information of théerence LEDs and the geometric relationship ofitteges on the
two image sensors.

2. PreviousWorks.

VLC based positioning research is still at a pralany stage. Rigorous works are yet to be published
However, some significant VLC based positioninghteques and algorithms can be found in [2-6]. [BY 43]
describe the VLC based positioning system usinifpleisight communication identification (VLID), pho detector
and 6-axes sensor. These works describe that diffeeent estimated receiver positions (ERP) aeatxd due to
the effect of the receiver’s field-of-view (FOVh the conventional positioning scheme, a single ERRBed where
the only way to reduce the estimation error is legrdasing the FOV of the receiver [2]. The authaor$3]
proposed switching estimated receiver position sehehere the ERP is switched depending on thevexsitilt
angle, to limit the estimated error distance. Roetin square of error distances were found to e, 33.6 cm
and 29.8 cm for receiver FOV angles of 25°, 17r&f &0°, respectively. The scheme estimates two+thinaal
(2D) positions. However, the accuracy of the edfmiapositions is unavoidably dependent on accumacy
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angulations data from 6-axes sensor. A VLC guidasystem using fluorescent lamps and photo sensobéan
proposed in [4], which can also estimate the 2@tion with accuracy between 10 to 30 cm ranges.syiseem is
designed to assist the visually impaired persongroyiding them the necessary information inside Iboilding.
Location estimation in this system requires attitfa®e fluorescent lamps to be detected by theéopsensor which
implies some limitations on positioning everywhargide the room due to the geometry of the lightimgallation.
Positioning accuracy of this system obviously delsean the accuracy of measuring the tilt anglehef photo
sensor. VLC based positioning using LED lights amdge sensor has been proposed in [5] and [6]. §ystem
performs the optical intensity modulation of theLHlumination for data transmission and receivies light by
using image sensor. Data from various light sourass be received at the same time by using imagsoses
receiver. This is done by spatially separatingligiet rays from different LEDs by a lens providdtat the receiver
is directed towards the light source. In [5], aadethree LEDs from the LED lighting array transitie 3D
coordinate information. The 2D image sensor recethe lights separated spatially by a lens and detates the
3D coordinate information of each LED. The positiohthe receiver is then calculated by solving teeis of
quadratic equations which may leave some posgdsilaf computational error. In [6], an additionahfes sensor is
used to determine the receiver's direction alonti s position. This scheme uses collinearity dtbon to relate
the 3D coordinates of the LEDs to the 2D coordimaté the image sensor. Simulation results show that

receiver's position can be estimated with accumfowithin 1.5 meters if the pixel size 86x10°°m. Analysis of
the previous works reveals that positioning errbthe previously proposed schemes may occur froenpitecise
angular measurements and solution of quadratic tiespgafor position estimation. Hence, we proposeeav
algorithm for positioning in VLC system based aghling LEDs and two image sensors which does reptire any
angular measurement and can overcome the limitbthe existing schemes.

3. Proposed Algorithm

In the proposed system, LED arrays usedltonination are also used for positioning. Atdefour LEDs
from the array transmit their 3D coordinate infotima which are received and demodulated by two ensgnsors
through two optical lenses. In choosing the LEDs,haive to make sure that they are not collinearukseconsider

that A, B, C and D in Fig. 1 represent four LEDsiabhtransmit their known 3D coordinat@él,yl,zl),
(X2, ¥2,25) , (X3, Y3, Z3) and(Xy, Y4, Z4) respectively.
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Figure 1. Proposed VLC positioning system

The image sensors used for receiving the lightadggoonsist of a 2D array of photosensitive elesidrence, each
element or pixel can act as an individual photessemnd multiple LED signals can be detected amdodelated
simultaneously by the single image sensor. Two Bregnsors receive the intensity modulated liglts fthe four
LEDs separated spatially by using two separateckeasd demodulate the 3D coordinate informatioth@fLEDs.
The image sensors are installed in the same plaadi@own lateral distance with their major axighie same line
pp’ . Lens, having identical properties and focal lengg installed above the center of each imageoseiifie axis
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of each lens, normal to the image sensor planersiatts the center of the corresponding image sehise physical
arrangement of the system can be understood frgm1Fi‘U ’ is the mid point of the straight line joining the
centers of the two lenses. The unknown 3D coordimdtthe pointU (X,y, z) is estimated in this scheme. The

distances of the poinU from the four reference LEDs A, B, C and D are dedoby d;, d,, d; and d,,

respectively. These distances are calculated fl@geometric relationship between the distancetl@&dosition
difference of the LED images on the two image senso

Geometric relationship of the proposed positiorsageme is detailed in Fig. 2. This figure explaims
procedure for determining the distance of the pbtirftom an LED. Here, the focal length of the lensésand the

distance between the centers of the lenkesge known.

o/ Projectior

o X i
Projectior of i
of ij L

Image sensor 1 Image sensor 2

Figure 2. Positioning Technique

If the distances of the image centers from theeresf the image sensors airpand i2, and their projection on the
major axis of the image sensors d&igand Pi,, the distanced; can be calculated as follows.

di =|Pi, — Piy (1)
fxL
h=
i (2)
c=yf2+i)? @3)
d=yf2+i,° 4)
_ hxc
f (5)
hxd
b=
f (6)
[ a% + L% -p?
0= 1 L
COs [ ool (7)
d, = a2+(y)2—2a£c059
1 2 > )
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Similarly,d,, d; and d, can be obtained from the other three LEDs. Henaeobtain a set of four quadratic
equations as follows:

(x=x)* +(y-wn)* +(z-2)* =d;? 9)
(x=x ) +(y-v,) +(z-2,)* =d,? (10)
(x=x5)* +(y - ya)* +(z-2)* =05? (11)
(=% )* +(y = v4)* +(z-2,)* =d,? (12)

4. Position Estimation

4.1 Least Square Estimation

To estimate the 3D unknown positions, addethree equations are sufficient if the distancesld be
estimated accurately. However, due to quantizatioor in the pixels, exact distance between the Ldfd the
unknown position can not be estimated. The inteiBolution to this problem is to use more thangheferences.
Mathematically, this turns the above equations arcover-determined system of equations, termdthear least
square (LS) problem. We can estimate the unknowsitipn by solving the following equation foX .

2MTMX=MTD (13)
X=X Ya=Y1 24774 (d12 _d42) _(Xlz - X42) ‘(y12 - y42) ‘(212 - 242)
where,M =|x, =%, Y4=Y2 Z-2 |, D=[(d" —ds®) = (%" =x,°) = (¥2" - ¥a*) = (2" - 24°) | and
Xg=X3 Ya~VY3 2472 (d32_d42)_(X32_X42)_(y32_Y42)_(232_Z42)
X
X=ly
4

Condition for linear LS solution is that matrix Miauld have full rank. However, since the referehE®s are in
the same plane (ie. all have same z coordinates)allis condition does not satisfy. Hence, we adunall value
with the z axis value of the fourth reference LEBven though this technique solves the singulgrityblem of
matrixM , we obtain an erroneous estimation for z axis.eBtimate the z axis value, we further use vector
estimation. Three reference LEDs, A, B and C asslder this estimation.

4.2 Vector Estimation

IfA, B andC represent the vectors that correspond to the coate of A, B and C, respectively, two
intersecting points can be calculated using theviohg equations (14 to 23).

BA=B-A (14)
CA=C-A (15)
D= cross(ﬁ, a) (16)
3
E=> D(i)’ (17)
1=1
3
i:[Zﬁ(i)Z +d,? —dzz}ﬁ (18)
i=1
3
V:[Zc_A(i)2 +d,? —dfj*ﬁ (19)
i=1
CI’O{ X=Y ,Bj
_ 2
U= = (20)
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3
(df —ZU(i)ZJ*B
i=1

V= 21

= (21)
P, =A+U+V (22)
P,=A+U-V (23)

VectorsP_1 and P_2 represent the two intersecting points from whicixis value of one is selected depending on
the geometry of the room.

5. Simulations and Results
5.1. Simulation Setup

Performance of the proposed algorithm is evalustedimulation using Matlab. One important issue of
this scheme is the area within which the positian be determined under an LED array. If the foteremce LEDs
are seen by both the image sensors, the systermake the estimation. The positioning area is reditoethe
minimum when the image sensors’ are parallel tolfBB array. Figure 3 describes the geometric dinogrssfor
calculating the working area.

}ED array

h
Side
View

Top ! !
View

Figure 3. Positioning area under an LED array

Assuming that the image sensors are parallel thEi2 array, we can calculate the positioning areanfthe
following equations.

p = h *tang (24)
r=p+(p-q (25)

where, ¢ is the half of FOV of the image sensois,is the length of a side of the LED arrayijs the vertical

distance between the LED array and image sengoss,the length of a side of the positioning areax olur
simulation model, an LED array dix1 n? area is assumed. We consider the FOV of the irsagsors to be 45°
and the vertical distance between the LED arraythedmage sensor to be 3.5 m. Therefore, the gexpacheme
will be able to estimate position within an areaapproximately.8x1.8 nv, 3.5 m below the LED array. Hence,
keeping distance between two adjacent positioisdm on both the horizontal axes, we assu®#x181= 32761
experimental positions on the horizontal planeodin simulation, the major axis of the image sensessumed to
be parallel to the x-axis of the positioning ardée choose APS-C type 6 Mega pixel image sensorhwisi used
commercially in Nikon D40, D50, D70, D70s, PentakOQD, etc. The simulation parameters are listéGainle 1.

The pixels on the image sensor are arranged inréaysa LED images can be constructed by multiple
pixels. For this reason, we need to determine &mtec of each image prior to other measurements. Nlepixels
constitute the image of a particular LED. The cemtethe image is then calculated in terms of rowd @olumn
number of image matrix by calculating the centroid.
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Table 1. Simulation Parameters

Parameter Value
Image sensor dimension 237%x158 mm
Number of pixels 3008x 2000
FOV 45°
Focal length of lens 25cm
Distance between center of two lenses 10cm
Vertical distance of image sensor and LED array n3.5
Positioning area 18x1.8n7?
Distance between adjacent positions in x-axis lcm
Distance between adjacent positions in y-axis lcm
Total estimating positions 32761

where, (N, N.) is the center of the image in terms of row and woitnumber of the image matrixN,;, N;) are
the row-column number of the pixels that constthetcorresponding LED image, arjds the number of pixels.

5.2. Least Square Estimation Results

The performance of the proposed algorithm with tlesgpiare estimation is first evaluated for a fixed
unknown position. Keeping the other factors cortstdwe number of pixels per line of the image seisicreased
from 500 to 3008 with a step of 20 pixels. Simuatresult is shown in Fig. 4.
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Figure 4. Positioning errors using least squarenasion for a fixed unknown position. Error is fluating due to
quantization error from the pixels of the imagessea. Error along z axis is higher than that ohd @ axes
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Horizontal axis represents pixels per line andivartaxis represents the positioning error in melteis observed
that the positioning error is decreased with insigg the pixel number. The error has a fluctuabiegavior which
is occurred due to the quantization error of theepiThe reason is that the image center is assuméeé at the
center of the pixel which is obtained from imagetee estimation using Eq. (26). However, the actealter of the
LED image is not always at the pixel centds.a result, we get the quantization error. FroeRhy. 4, it is seen that
the estimation error is 0.156, 0.007 and 0.867an@the x, y and z axes, respectively, when pigetdine is 2948.
Overall error at this case is 0.88 m. Errors algrand y axes are much lower than that along z &asavoid the
singularity problem in the least square estimatiiscussed in section 4.1, we added a small lemytthe z
coordinate of the reference LED, ‘D’. For that aswe obtain large error along z axis. As a ressdtimation
error is increased in LS estimation. To solve tirablem, we further estimated the unknown z axisgithe vector
estimation and the data from the three referended &, B and C.

5.3. Vector Estimation Results

For vector estimation of the 3D unknown positiore weed only three reference LEDs. Hence, data
corresponding to reference LEDs A, B and C are .ussdefore, the pixel per line is increased fro®0 %o 3008 to
understand the effect of pixel size on estimatioore All other parameters are kept unchanged agdtBnation.
Results are shown in Fig. 5. Horizontal and vettioees indicate number of pixels per line and eatiom error,
respectively. The errors along x, y and z axedarad to be 0.212, 0.078 and 0.013 m, respectivetgn the pixel
number is 2948 per line. The overall error is 0.B26AIs0, it is seen in Fig. 5 that the vector restiion gives lower
error along z axis than that of LS estimation. @& ¢ther hand, error along x and y axes are hitytaar that of LS
estimation. In our simulation, we assumed the majas of the image sensor parallel to the x axisie to this
reason, error along x axis is higher than that@lpaxis. Summarizing these two sets of resultssuggest the use
of LS estimation for x and y axes, and vector estion for z axis that can give us a better ovezatimation of
unknown position. Estimation error from the combimia of LS and vector estimation along the diffdrares and
the overall estimation error are shown in Fig. 8efall estimation error for the particular positigr0.156 m as the
number of pixels per line is 2948.

2.0
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0:0 i ’ﬁMM

Error [m]

Error along y axis

Error [m]

Error [m]

0.1 Error along z axis

Positioning error

Error [m]
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o
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500 1000 1500 2000 2500 3000
Pixels in one line

Figure 5. Positioning error along the three différaxes for a fixed unknown position.The positi@nin
is done using vector estimation. Error along z &imuch lower than that of least square
estimation while error along x and y axes are highe

5.4. Relation Between Lens Distance and Positioning Error
Distance between the centers of the lenses certaad some effect on positioning error. To find tha
relationship between lens distance and positioor ewe vary the distance between the centers ofetees from 4
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cm to 20 cm with step of 2 cm and calculate thet nmean square of error distanc&, () of the 32761
experimental positions described in section 4.hguthe following equation.

(27)

Error [m]

] Error along x axis
0.2 H
0.0] LA nwy

Error along y axis

Error [m]

Error [m]
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Positioning error
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0.0 r T " T 3 Y T f 7
500 1000 1500 2000 2500 3000
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Figure 6. Positioning error obtained by using leagtare and vector estimation together,
first one is for x and y axes value estimation Hredlater one is for z axis value estimation
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Figure 7. (a) RMS positioning error for vector drf8lvector estimation at different lens distances
(b) Second order exponential decay fitting of RM®efor LS-vector estimation
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where, n is the number of position to be estimated &hd, is the estimation error afith position. Results shown

in Fig. 7(a) indicate that the RMS positioning erdecreases both for vector estimation and LS-vaxttimation as
we increase the distance between the two lensesimprovement of the positioning performance isiicant up

to the distance of approximately 10 cm. At 10 cstatice, the RMS errors for vector and LS-vectdmedion are
found 0.1239 and 0.09333, respectively. It is dtsmd that the RMS error of LS-vector estimatiorower than
that of vector estimation if the lens distancerisréased beyond 7.2 cm. Since there is a tradbetifeen the
positioning area and distance of the image sensorsye can keep the distance as low as possibles®&blish a
relationship between the RMS error and lens digiane further performed second order exponentiehgditting

on the LS-vector estimation RMS error results asshin Fig. 7(b). The relation is given below.

Erms = —3440693+ 2.30428 - /01994 345232¢ 7 1005857 (2g)

6. Discussion
In this section, we have discussed about somedliinits of the proposed algorithm and compare ih wit
other previously proposed positioning algorithmsdzhon VLC.

6.1. Limitations

Distance estimation in the proposed algorithm ddpemn the image distance measurements on the image
sensors. For the accuracy of the estimation, eaetponent needs to be installed with high measurenvaacuracy.
Image sensors should be installed in the same @ladehe lenses should have identical propertigiser@ise the
positioning accuracy would be degraded largely. @megor limitation of the VLC based positioning ibet
positioning area of the system. Since the positigirocess solely depends on the reference cotedimfarmation
from the lighting source, the proposed scheme aarcalculate the position if all the reference LEEs not be
seen by both the image sensors. The lighting aeraegt bears much importance for positioning siheeet should
not be any shadowed region inside the positioninga.a Another important limitation originates frorhet
quantization error of the pixels. The LED rays ta@nprojected to any part of the pixel of an imagessr; it is not
always projected to the center of the pixel. Sitleedesired position is calculated assuming thatcenter of the
LED image is in the center of a pixel, it causes tfuantization error. The proposed algorithm isliepple for
stationary or slowly moving targets. To apply thisstem for moving targets, data transmission ratie VLC
system should be sufficiently high.

6.2. Comparison with Other Technologies

In this section, we follow-up and discuss aboutdbgantages of our proposed algorithm. Some previou
VLC based positioning algorithms [2-6] are briefliscussed in section 2. We tried to solve some nwdjallenges
by our proposed algorithm. In [2] and [3], photdedgor is used as receiver which can receive sifjoal a single
light source at a time. In the proposed algorithse of image sensor facilitates to receive siginata several light
sources simultaneously. In case of positioningreswitching estimated receiver position schemea¢pprts the 2D
RMS positioning error to be 46.3 cm, 33.6 cm and82@m for receiver FOV angles of 25°, 17.5° and, 10°
respectively. The VLC guidance system using flucees lights and photo sensor [4] estimates thetilmtawith
accuracy within 10 to 30cm. However, the positignis 2D. Positioning algorithm using LEDs, imagesa and
6-axes sensor [6] estimates the receiver's posiiith accuracy of within 1.5 m provided that pixake is

36x107°m. In our proposed scheme, 3D positions can bmatt with an RMS error of about few centimeters. |
addition, positioning accuracy of the systems dbedrin [2, 3, 4, 6] obviously depends on the aacyrof angular
measurements.

Table 2. Comparison of the proposed algorithm waHier VLC based positioning algorithms

. . . Angular
Ref No. Transmitter Receiver Positioning type Acayr measurement
2 LED Photo detector 2D 1~2m Needed
3 LED Photo detector 2D 0.298~0.463m Needed
4 Fluorescent lamp Photo detector 2D 0.1~0.3m Nekede
5 LED Image sensor 3D Not needed
6 LED Image sensor 3D 1.5m Needed
Proppsed LED Image sensor 3D 0~0.15m Not needed
algorithm

Our proposed algorithm does not need any kind gfian measurement. Rather, the position is caledlfiom the
difference of the image distances in two image @endience, the measurement error is significametlijuced since
we do not need any angular measurement. Some fegjtures of the proposed algorithm are comparel thi¢
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previous VLC based positioning systems and aredisn Table 2. Comparison of the properties listedable 2
depicts that the proposed system would be advamtisgéue to high accuracy and angular measurementap
positioning.

7. Conclusion

In this paper, we propose an algorithm for indoasifioning using lighting LED array and image sa8so
White LEDs are used as optical transmitters in Wiatleast four spatially separated non-colline@bk send their
known position information. The image sensors ledadt the unknown position receive and demodulsdight
signal through lenses. The unknown position is tbalculated using the geometric relations of théDLihage
distances. Mathematical formulations for the pregbalgorithm are discussed in details. A seriesimfilations are
explained to understand the positioning error attaréstics. Simulation results indicate that byngsihe proposed
algorithm, the positioning error can be minimizeithin the range of a few centimeters. The propdsetinique has

the benefits of device simplicity.
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