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 Fog computing has emerged as a viable concept for expanding the 

capabilities of cloud computing to the periphery of the network allowing for 

efficient data processing and analysis from internet of things (IoT) devices. 

Load balancing is essential in fog computing because it ensures optimal 

resource utilization and performance among distributed fog nodes. This 

paper proposed an ensemble-based load-balancing approach for fog 

computing environments. An advanced ensemble load balancing approach 

(AELBA) uses real-time monitoring and analysis of fog node metrics, such 

as resource utilization, network congestion, and service response times, to 

facilitate effective load distribution. Based on the ensemble's collective 

decision-making, these metrics are fed into a centralized load-balancing 

controller, which dynamically adjusts the load distribution across fog nodes. 

Performance of the proposed ensemble load-balancing approach is evaluated 

and compared it to traditional load-balancing techniques in fog using 

extensive simulation experiments. The results demonstrate that our 

ensemble-based approach outperforms individual load-balancing algorithms 

regarding response time, resource utilization, and scalability. It adapts to 

dynamic fog environments, providing efficient load balancing even under 

varying workload conditions. 

Keywords: 

Adaptive load balancing 

Cloud fog computing 

Internet of things 

Least-connections 

Round-robin 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Nguyen Ha Huy Cuong  

Software Development Centre, The University of Da Nang 

Da Nang, Viet Nam 
Email: nhhcuong@sdc.udn.vn 

 

 

1. INTRODUCTION 

 Fog computing, a paradigm facilitated by the cloud and geographically distributed infrastructure, 

facilitates the decentralization of networking capabilities and computational resources to the periphery of the 

network. This approach aims to bring these resources closer to end-users and internet of things (IoT) devices. 

[1]. Most cloud-only data processing, analysis, and storage architectures are sent to cloud servers, which may 

negatively impact latency, security, mobility, and dependability. Applications that are sensitive to location 

and time, the cloud struggles to satisfy its ultra-low latency needs. The fog layer's closeness to the IoT 

devices may significantly reduce latency [2], [3]. Fog computing constantly supports the cloud, forming new 

apps and services. 

https://creativecommons.org/licenses/by-sa/4.0/
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In fog computing settings, consumers demand fast-responding apps. We can employ fog networks to 

greatly enhance quality of service (QoS) because load balancing is efficient and can be considered vital. The 

purpose of fog load balancing is to [4] spread the load to fog nodes cloud, using one approach, to avoid fog 

node overload or underload. This technique maximizes throughput, performance, and resource use while 

minimizing responsiveness, expense, and energy use. Fog computing brings cloud computing to end-users. 

Cisco coined "fog" to describe real-life fog [5]. Fog computing employs the concept of situating the virtual 

fog platform in close proximity to end-users, therefore establishing an intermediary layer between their 

devices and the cloud. Clouds are situated at higher altitudes inside the Earth's atmosphere, while fog tends to 

occur in closer proximity to the Earth's surface. Fog computing facilitates the execution of computational 

tasks at the periphery of the network, hence enabling the transmission of novel services and applications that 

are specifically designed for the internet [6]. Studying fog computing architecture reference model is crucial. 

Fog computing designs, usually three-layered, have been proposed recently [7], [8]. In a fog network, a fog 

layer is positioned between cloud infrastructure and user devices, thereby extending cloud services to the 

network edge. Figure 1 depicts the framework of fog hierarchically [9], having three layers. 

 

 

 
 

Figure 1. The framework of fog network 

 

 

Fog computing has been recognized as a complementary technology to cloud computing, enabling 

the localization of processing and storage resources in greater proximity to the network's periphery. It aims to 

address the latency, bandwidth constraints, and network congestion issues that arise when processing data in 

the cloud. Fog computing employs a distributed architecture, with edge devices such as routers, gateways, 

and IoT devices performing computational tasks closer to the data source. In the context of fog computing, 

the execution of tasks is a significant aspect to consider the scheduling is critical for optimizing resource 

utilization and ensuring task execution efficiency. It entails assigning tasks to appropriate fog nodes based on 

processing capabilities, resource availability, network conditions, and application requirements. The goal is 

to reduce latency, increase throughput, and improve overall system performance. However, due to the 

dynamic nature of the fog environment, fog computing task scheduling is a complex problem. The 

availability and performance of fog nodes can fluctuate over time, as can the characteristics of tasks and their 

dependencies. 

Several scheduling algorithms and techniques have been put forward to deal with the fog computing 

task scheduling problem. Heuristic-based algorithms, genetic algorithms, game theory-based approaches, and 

machine learning-based methods are among them. Each system has advantages and disadvantages, and the 

certain needs and constraints of the fog computing environment determine the scheduling algorithm chosen. 

In this paper, we will investigate the task scheduling problem in fog computing and review existing 

scheduling algorithms and techniques. We will examine their benefits, drawbacks, and applicability in 

various scenarios. In addition, we will discuss the challenges and future research directions in fog computing 

task scheduling to improve system performance and resource utilization even further. In the context of fog 
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computing systems, the scheduling of tasks plays a crucial role in optimizing resource allocation and 

facilitating the provision of high-performance services with minimal latency. Fog computing has the 

capability to efficiently facilitate the operation of developing applications, including real-time analytics, edge 

artificial intelligence (AI), and IoT-based services, via the optimization of job allocation and scheduling 

choices. Task scheduling algorithms are critical in cloud computing because they efficiently allocate 

computational resources to execute tasks submitted by users or applications. Task scheduling is in charge of 

determining which tasks should complete, when they should complete, and what resources they should 

achieve. Task scheduling algorithms aim to maximize resource utilization, reduce task completion time, and 

ensure user or application fairness. Effective scheduling algorithms consider task characteristics, resource 

availability, and resource utilization, and user requirements. Cloud environments are typically made up of a 

diverse set of resources, such as virtual machines, containers, and physical servers. The high-performance 

computing-based task scheduling algorithms must efficiently manage these various resources. The 

contributions of the paper are listed: i) proposed an advanced ensemble load balanced approach (AELBA) for 

effective load balancing, ii) illustrated the AELBA combined with fog computing health care systems, and 

iii) analyzed the performance of AELBA. 

The paper is structured as follows section 2 delineates many methodologies used in load balancing 

for fog computing. Section 3 described the working of AELBA approach and illustrated advantage of 

combining AELBA with fog computing health care systems. Section 4 focused on performance analysis of 

proposed approach, section 5 listed the conclusion of the study. 

 

 

2. RELATED WORK 

Mishra et al. [10] introduced the energy-based task allocation among multi-cloud networks that 

reduces the overall usage of energy. The energy usage is improved by using the proposed model up to 14.6%, 

6.43%, and 2.18% to allocate the random approach such as cloud Z-score normalization (CZSN) and Fuzzy 

resource utilization (FR-MOS). Lilhore et al. [11] introduced the extended load balancing method that 

improves the response time, ready time and resource utilization. The proposed system utilized k-means 

clustering to cluster the virtual machines with less memory. Finally, the proposed model efficiently manages 

the virtual machines (VMs) and processes the user's requests. Kaur et al. [12] proposed an integration model 

that combines deep learning with other cloud domains that manage cloud load balancing. The optimized 

scheduling model creates the deep learning (DL) based method that schedules the task using the Genome 

workflow. The existing models focused on optimization techniques that utilize overflow VMs. It also reduces 

the latency, expenses, response time, and load balancing methods over machines. Nguyen et al. [13] 

proposed the workload estimated approach that predicts the work at the cloud VMs and how the load 

balancing approach manages the number of tasks at a time. The proposed model improved the prediction by 

adopting back-propagation to enhance efficiency in terms of projection. The proposed model also focused on 

reducing errors up to 0.001. Singh et al. [14] introduced a novel Quantum model that predicts the workload 

in the cloud data center. In this scenario, various issues are identified in computing the workload. To 

overcome this, a self-balanced adaptive differential evolution (SB-ADE) model was introduced to optimize 

the network weights. The accuracy is improved extensively compared with existing algorithms. The novel 

approach's performance was analyzed using eight datasets with different factors. The overall accuracy of the 

novel approach is about 91.45 percent which is high compared with existing systems. Cuong et al. [15] 

introduced the improved default weighted RR algorithm that executes multiple users by combining the 

JMeter to access the virtual server in the cloud domain. Finally, the proposed model has network load-

balancing approaches with positive effects. Prakash et al. [16] submitted the dynamic multi-cloud system that 

runs the different cloud platforms. It is essential to complete the parallel tasks at a time. The goal is the 

proposed approach combined with distributed cloud with less time and low cost. Experiments show that the 

dynamic process gives accurate results compared with previous models. 

Zahid et al. [17] proposed an architectural structure with three layers with distributed fog, 

centralized cloud, and consumer layers. Kamal et al. [18] introduced scheduling with little potential for 

conflicts in order to load-balance. This constraint satisfaction algorithm uses heuristics. Cloud, fog, and 

end- users form the architecture. Oueis et al. [19] employed fog load balancing to improve user experience. 

Multiple users need computation offloading; therefore, local computation cluster resources must handle all 

requests. Praveen et al. [20] recommended balancing burden on the cloud-fog infrastructure using VM 

scheduling. Praveen et al. [21] presented a fog-based PSO resource allocation approach for load balancing. 

Shi et al. [22] the use of fog and software-defined networking (SDN) architecture is proposed as a means to 

mitigate latency in cloud-based mobile face recognition systems. The authors also provided definitions for 

software-defined networking (SDN) and fog/cloud load balancing, characterizing them as optimization 

challenges. They proposed the use of a firework algorithm (FWA) that is based on SDN centralized control 

as a potential solution for this problem. In the context of a microgrid-connected wireless sensor network and 
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fog environment, Karthik and Kavithamani [23] developed a whale optimization technique for load 

balancing. Krishna et al. [24] in this study proposed, a hybrid metaheuristic algorithm was used to effectively 

distribute the workload in fog-based vehicle ad hoc networks. 

Li et al. [25] focused on examining the runtime elements of fog infrastructure and proposed the use 

of self-similarity-based load balancing (SSLB) as a recommended approach for managing the workload in 

large-scale fog systems. SSLB efficiency was achieved using an adaptive threshold policy and scheduling 

approach. Singh et al. [26] created a fuzzy logic load balancer with variable tuning settings and design hazy 

fog network controllers. Fuzzy logic model for link analysis as hubs for regulating movement. 

Abedin et al. [27] created a fog load balancing issue to reduce fog load balancing costs. Narrow band 

technology internet-connected devices (NB-IoT). The time resource scheduling issue in the Bankruptcy game 

NB-IoT. Subsequently, Beraldi et al. [28] presented a distributed a technique for balancing the burden of fog 

based on the random walk approach. 

 

 

3. METHOD 

Ensemble balancing workloads in fog computing environment involves distributing the workload 

across multiple nodes (devices or servers) in a fog network to optimize resource utilization, reduce latency, 

and improve overall system performance. Taking into account the dynamic and heterogeneous character of 

fog settings, sophisticated ensemble load balancing algorithms can be developed for fog computing. The 

AELBA algorithm typically operates in two stages: the task allocation phase and the load balancing phase. In 

the task allocation phase, tasks are assigned to the computing powers of the fog nodes and the nature of the 

tasks. This allocation can be performed using various techniques such as round-robin, least-loaded, or 

weighted fair queuing. After dividing up the work among the fog nodes, the load balancing phase comes into 

play. AELBA employs load balancing techniques to guarantee that the burden is evenly allocated among the 

fog nodes, optimizing their utilization as shown in Figure 2. 

 

 

 
 

Figure 2. Proposed architecture for advanced ensemble based load balancer 

 

 

The step by step procedure of AELBA is described: 

Step 1: The approach begins by setting up the fog computing environment with multiple fog nodes 

distributed across a geographical area. Each fog node is equipped with load monitoring agents and 

communication capabilities. Load balancing parameters and thresholds are initialized, and 

communication channels between fog nodes for collaboration are established. 
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Step 2: Fog nodes continuously monitor their local resource utilization, such as central processing unit 

(CPU), memory, network bandwidth, and storage capacity. Additionally, they collect information 

about the overall system and network load. This real-time load monitoring provides an up-to-date 

view of the current workload and the supply of resources in the fog environment. 

Step 3: Based on the current resource utilization of fog nodes and their performance capabilities, tasks or 

workloads are partitioned and assigned to appropriate fog nodes. 

Step 4: Fog nodes communicate and collaborate with each other to exchange load and resource information. 

Step 5: Unavailable or failed fog nodes are identified. If a fog node experiences a failure and becomes 

unavailable or disconnection, the system quickly redirects tasks to other available nodes, ensuring 

high availability and system resilience. Redundancy and failover strategies are employed to maintain 

uninterrupted service. 

Step 6: If the workload exceeds the capacity of available fog nodes, dynamic resource provisioning is 

triggered. This involves the on-demand allocation of additional resources, such as virtual machines or 

containers, to handle the increased workload efficiently. 

Step 7: The entire load balancing process is performed iteratively and continuously. As the workload and 

network conditions change, the load balancing approach the system constantly adapts the allocation of 

tasks in order to optimize the use of resources and minimize response times. 

 

3.1.  AELBA combined with fog computing health care systems 

Healthcare systems play a critical role in providing quality care to patients. With the advancements 

in technology, people have become more interested in incorporating fog computing and advanced load 

balancing approaches to improve the performance and efficiency of healthcare systems. This article 

introduces the concept of combining AELBA with fog computing in healthcare systems. 

 

3.1.1. Fog computing in healthcare systems 

Fog computing is a decentralized computing environment that enables the deployment of processing 

resources, storage, and networking in closer proximity to the perimeter of the network, which is closer to the 

site where data is produced. Fog computing is also known as fog computing. For the purpose of processing 

and analyzing real-time patient data, fog computing may be used in the context of healthcare systems. This 

enables quicker reaction times, lower latency, and enhanced dependability. 

 

3.1.2. Combining AELBA with fog computing 

By integrating the adaptive ensemble learning-based algorithm (AELBA) with fog computing, 

healthcare systems can unlock a myriad of substantial advantages. AELBA, leveraging its capacity to 

amalgamate diverse learning algorithms, provides an intelligent and adaptable framework for processing 

healthcare data. When synergistically employed with fog computing, which extends computational 

capabilities to the edge of the network, these technologies create a powerful alliance that addresses key 

challenges and offers transformative benefits for the healthcare sector. Here are some key advantages: 

a) Improved performance: AELBA intelligently distributes tasks among fog nodes based on factors such as 

node capacity, workload, and network conditions. This dynamic load balancing improves overall system 

performance, reducing response times and enhancing user experience. 

b) Enhanced reliability: Fog computing ensures that critical healthcare services can be provided even in the 

presence of network disruptions or failures. AELBA further enhances reliability by redistributing tasks to 

other available nodes if a particular node becomes unavailable or experiences performance issues. 

c) Real-time data processing: Fog computing facilitates the processing of data in real-time at the network 

edge, minimizing the necessity for transmitting sensitive patient data to centralized servers. AELBA 

ensures that processing tasks are allocated to the most suitable fog node, minimizing latency and enabling 

faster decision-making. 

d) Scalability: Healthcare systems often experience varying workloads and demands. By leveraging fog 

computing and AELBA, the system can dynamically scale resources up or down, adapting to changing 

requirements without compromising performance. 

The combined approach of AELBA and fog computing can be applied to various healthcare 

scenarios, such as remote patient monitoring, telemedicine, and wearable healthcare devices. For example, 

patient data collected by wearable devices can be processed in real-time by fog nodes using AELBA, 

enabling continuous monitoring and timely interventions. The integration of AELBA with fog computing in 

healthcare systems offers significant advantages in terms of improved performance, reliability, real-time data 

processing, and scalability. This combined approach has the potential to enhance healthcare services, enable 

faster decision-making, and ultimately improve patient outcomes. As technology continues to advance, the 

adoption of such innovative solutions becomes increasingly important for the future of healthcare systems. 
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4. RESULT AND DISCUSSION 

The implementation of cloud health care systems is developed by using Python and CloudSim 

simulators. AELBA load balancing mechanism is contrasted with popular load balancing algorithms round- 

robin (RR) and advanced task allocation scheduler (ATAS). RR algorithm functions by keeping a list or 

queue of available servers. When a new request comes in, it is routed to the next server on the list. The 

algorithm then updates the list, pushing the assigned server to the end of the queue and directing the 

following request to the next server. This cyclical process is repeated until each server receives an equal 

number of requests. The limitations of RR are that regardless of their capabilities, all servers are treated 

equally and receive an equal share of incoming tasks or requests in a cyclic manner. 

Advanced task allocation scheduler (ATAS) is an intelligent scheduling mechanism that 

dynamically allocates tasks in a cloud computing environment. It employs a variety of algorithms and 

techniques to optimize task assignment to available resources, ensuring efficient resource utilization and 

meeting application requirements. ATAS's primary goal is load balancing, which entails distributing tasks 

evenly across available resources to avoid overloading or underutilization. It makes informed decisions 

about task allocation by considering resource availability, task characteristics, and application priorities. 

ATAS incorporates adaptive and learning capabilities, allowing it to respond quickly to changing 

workload patterns and resource availability. It constantly monitors system performance and modifies task 

allocation strategies as needed. ATAS can optimize resource allocation and overall system performance by 

dynamically adapting to workload variations. The limitation of ATAS is that increased complexity and 

computational overhead, which may impact its real-time responsiveness and efficiency in highly dynamic 

environments. 

 

4.1.  Performance metrics 

In this section, the performance metrics for evaluating and optimizing the efficiency and 

effectiveness of cloud-based services. These metrics help measure various aspects of cloud performance to 

ensure that the system meets the desired objectives and delivers a satisfactory user experience. Here are some 

common performance metrics used in cloud computing: 

a. Response time (RT): It measures the time taken for a request to be processed and responded to by the 

cloud infrastructure. Lower response times generally indicate better performance. 

 

𝑅𝑇 =  𝑇𝑖𝑚𝑒 𝑜𝑓 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑖𝑜𝑛 −  𝑇𝑖𝑚𝑒 𝑜𝑓 𝑠𝑢𝑏𝑚𝑖𝑠𝑠𝑖𝑜𝑛 
 

b. Latency (LT): It refers to the delay between the initiation of a request and the start of a response. Lower 

latency indicates faster communication and better user experience. 

 

𝐿𝑇 =  𝑇𝑖𝑚𝑒 𝑜𝑓 𝑎𝑟𝑟𝑖𝑣𝑎𝑙 −  𝑇𝑖𝑚𝑒 𝑜𝑓 𝑑𝑒𝑝𝑎𝑟𝑡𝑢𝑟𝑒 
 

c. Throughput (TP): This metric measures the amount of data or requests that can be processed within a 

given time frame. Higher throughput indicates better performance and scalability. 

 

𝑇𝑃 =  𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑎𝑠𝑘𝑠 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑑/𝑇𝑖𝑚𝑒 𝑡𝑎𝑘𝑒𝑛 
 

Various tools and techniques, such as performance monitoring software, log analysis, and performance 

testing methodologies, can monitor, analyze, and optimize these performance metrics. By tracking and 

optimizing these metrics, cloud service providers and users can ensure that the cloud infrastructure performs 

optimally and meets the desired service-level objectives. 

 

4.2.  Experimental results 

Table 1 depicts the performance of AELBA in comparison with RR and ATAS based on the 

performance metrics response time, latency and throughput. According to experimental results AELBA takes 

less time in comparison to RR and ATAS. Figures 3, 4, and 5 depicts the results of comparison.   

 

 

Table 1. Performance comparison of AELBA with RR and ATAS 
Algorithms RR ATAS AELBA 

RT 23.23 19.23 17.12 

LT 27.67 25.12 23.23 
TP 34.56 45.12 57.67 
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Figure 3. Comparison between existing and proposed 

models based on RT (seconds) 

 

Figure 4. Comparison between existing and proposed 

models based on LT (seconds) 
 

 

 

 
 

Figure 5. Comparison between existing and proposed models based on throughput (seconds) 

 

 

5. CONCLUSION 

This paper presents an ensemble cloud load-balancing framework designed for fog computing 

environments. By leveraging the collective intelligence of multiple load-balancing algorithms, our 

approach ensures optimized resource utilization and improved performance in fog computing systems. 

The proposed ensemble load balancing solution contributes to the advancement of fog computing 

technologies, making them more scalable, reliable, and efficient for a diverse array of internet of things 

applications. AELBA is a very efficient and complex approach for balancing workloads in the cloud. It 

utilizes ensemble learning to achieve best use of resources and division of work across multiple servers. 

AELBA incorporates a various load-balancing methods and techniques, including dynamic threshold-

based load balancing, round-robin scheduling, and intelligent workload prediction. By leveraging these 

approaches together, AELBA can provide efficient utilization of resources, improved performance, and 

enhanced scalability in cloud environments. One of the critical advantages of AELBA is its capacity to 

adjust to different circumstances and workload patterns and adjust the load-balancing strategy 

accordingly. This adaptability ensures that resources are efficiently allocated based on real-time demands, 

preventing any individual server's overloading and minimizing user response time. Furthermore, AELBA 

incorporates intelligent workload prediction, which utilizes historical data and machine learning 

algorithms to forecast future resource demands accurately. AELBA optimizes resource utilization and 

prevents potential bottlenecks by proactively allocating resources based on these predictions. Overall, 

AELBA offers a comprehensive and advanced solution for balancing the loads in cloud environment. Its 

ensemble-based approach, dynamic adaptation, and intelligent workload prediction make it a powerful tool 

for achieving high performance, scalability, and smart use of resources in cloud environments. 

Implementing AELBA can significantly improve the overall performance of the system as well as 

improving the experience of using cloud-based apps for users. 
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