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 Video surveillance extensively uses person detection and tracking 

technology based on video. The majority of person detection and 

classification techniques currently in use encounter challenges in video 

sequences brought on by occlusion, ambient lighting, and variations in 

human facial position. This paper proposed an effective person identification 

and classification system based on deep learning, which comprises you only 

look once at version 8 (YOLOv8) detection and classification model, to 

classify human faces in video sequences accurately. This work proposes a 

new staff-detection and classification (S-DEC) dataset for comprehensive 

performance evaluation. visual tracker benchmark (VTB) standard database 

is used for performance comparison with the proposed S-DEC dataset. The 

proposed technique achieved 98.67% precision accuracy. For the S-DEC 

dataset, the system gave 94.67% accuracy in identifying facial images from 

a video sequence of 38 people addressing the pose variation occlusion 

challenge. Earlier methods used to provide approximately 85% to 90% 

results taking more execution time. Many existing techniques were 

successful in detecting people only-identification of the detected person has 

been done in limited papers. The proposed method uses the cross-stage 

partial connections (CSPDarknet53) model, integrated with YOLOv8, to 

achieve faster results. The proposed framework took 35 minutes to train a 

deep learning model. A testing time of 2 minutes ensured that the proposed 

framework outplayed other existing methodologies and successfully 

identified extra information about the detected person. 
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1. INTRODUCTION 

One of the critical study areas of target tracking involves facial identification and tracking 

technology. It is now widely employed in many aspects of everyday life, including video surveillance, 

human-computer interaction, intelligent identification of targets, secure transportation, and healthcare 

diagnosis. Face identification has the benefit of being challenging to decipher and extremely private when 

compared to conventional digitized passwords and handwriting impersonations [1]. The human face is a 

naturally occurring structural target that undergoes more intricate and nuanced alterations, making face 

detection a problematic research topic. Furthermore, it is more challenging to identify faces when auxiliary 

features like a person's hair fringe, eyes, and makeup are present. The facial expression is also influenced by 
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the clarity of pictures of faces and the trajectory and brightness of light sources [2]. Depending upon the 

person's face complexity, variations in the output of the facial tracking pro exist. The following elements, in 

broad terms, may impact facial identification and tracking efficiency. Firstly, targets that move. The tracking 

frame may lose the desired face if the target face travels instantly, even beyond the border-secondly, there are 

Environmental consequences. Facial features are frequently influenced by similar backgrounds and 

fluctuating light sources, which makes face tracking more challenging. Therefore, increasing a person's face-

tracking precision in complicated real-world contexts is crucial. Various deep learning (DL) based face 

tracking techniques have also been put forth [3]. Person identification and tracking techniques in video clips 

have started to use DL architecture as a hotspot for target-tracking research. Before deep learning 

methodologies, conventional feature extraction techniques like principal component analysis (PCA), kernel-

PCA (K-PCA), fisher linear discriminant analysis (FLDA), independent component analysis (ICA), and 

many more were tested by researchers [2], [3]. It gave good results, but execution time was more time-

consuming and limited for images. Few researchers used the above feature extractors for video and got 

sufficient results at the cost of execution time (nearly 1 to 2 hours for a 30-second video). Along with feature 

extractors, single and multi-layer classifiers are available for predicting an individual. A few examples of 

single-layer classifiers are probabilistic neural network (PNN) and general regression neural network 

(GRNN). Learning vector quantizer (LVQ) can be one example of a multi-layer neural networks. The 

number of hidden layers is higher in multi-layer classifiers. Apart from this, all classifiers will have input and 

output layers at the initial and final stages. A multi-layer classifier takes a lot of time to execute. Most of the 

researchers have worked for person identification in images itself. Few of them worked on videos but 

detected single individuals comparing from the given template. This limitation is addressed in the following 

sections of this paper. 

The study [1] addressed the feature scaling problem. The more accurate regression network-based 

face tracking (RNFT) approach increases the sense of feature scaling and retrieves the rectangle structure of 

the intended face in the preceding frame. This method can only detect and track a single face in a video 

frame. Wen et al. [3] proposed their video database, and a new framework to classify an individual faster 

regions with convolutional neural networks (R-CNN) model was used to obtain accurate results for the 

University of Albany detection and tracking (UA-DETRAC) video database. In study [4], the facial 

appearances of Indian freedom warriors are predicted. Cascaded Haar classifiers were used to categorize the 

page system. The system was used to produce 76% to 91% recognition accuracy. The study [5] consists of a 

HashNet deep neural network to extract deep hash appearance features of pedestrians. Object occlusion is 

eliminated due to the inclusion of feature fusion techniques. The drawback of this architecture is that it has a 

complex network structure. Deep vision neural network [6] is implemented to verify an anomaly based on the 

period, repeated number, and elapsed eye blink time. Paper [7] includes features such as grey, luminance, and 

luminance relative extracted from images. But the disadvantage is the execution time. Hammad et al. [8] 

proposed a method that includes two deep neural networks for identifying the individual and physical 

activity. This methodology requires 30% less area than an architecture involving two different deep neural 

networks. Other papers from study [9], [10] presented their methodologies on convolutional neural networks. 

It gives a significant idea of using a convolutional neural network to identify a person in a video frame or 

image. 

Cao et al. [11] proposed a paper on a 2D pose estimation-based person identification technique. This 

includes extracting several angles of a moving person. This technique provided an error rate concerning 

classification-papers [12]–[14] compared different neural networks concerning person detection. Vinay et al. 

[15] identified a method that classifies the person efficiently from a video database. He has used the 

Dominant feature of two self-contained convolutional neural networks. The classifier gave a maximum 

efficiency of 91% for 100 epochs. Yu et al. [16] addressed the complexity of identifying relevant movement 

caused by various objects of interest, such as persons, animals, or vehicles. Relevant motion event detection 

network (ReMotENet), a three-dimensional convolutional neural network, was implemented to increase the 

speed. This methodology is efficient and lightweight. Zhou et al. [17] introduced recurrent neural networks. 

This network makes use of metric and feature-based techniques to re-identify an individual. The study's [18] 

goal was to guess an accurate number of objects and group them in a low-resolution frame. The study [19] 

used deep neural network concepts to enhance the efficiency of universal object identifiers on video frames 

to discover a few characteristics. The study's [20] goal was to identifying faces in violent snapshots. The 

violent flow descriptor was used for violence identification. The study [21] used a sparse classification 

algorithm, which includes two minimization methods. Papers [22]–[25] had been developed on convolutional 

network algorithms to recognize a person/object. Papers [26] and [27] have been published on low short-term 

memory classifiers, which can be applied to a video frame or an image to get effective results.  

Visual tracker benchmark (VTB) database has been used as a standard database [28] to compare the 

results with the newly created staff-detection and classification (S-DEC) database. Convolutional networks 

and random sample convictions were employed in study [29] to detect the person. Although it provided a 
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maximum accuracy of 98%, the dataset's sample size was small. Residual deep neural networks were 

employed [30] to identify that person. The person's body was equipped with accelerometer, magnetometer, 

and gyroscope sensors in 5 separate places. Various bodily actions were used to identify individuals. The 

proposed method was applied to the residual network (ResNet) V1 and V2 samples. For a minimal activity, 

94% success was achieved. A growth in the number of activities revealed a research deficit. The study [31] 

suggested multi-scale deep supervision using attention characteristic learning deep model. The MSMT17 

sample and the DukeMTMC-ReID dataset were utilized to obtain a mean average precision of 89%. Most 

recent studies have focused on designing discriminative global features while ignoring local and salient 

variables related to this problem. For the Market-1501 dataset, Hu et al. [32] described individual 

reidentification-identification utilizing a deep batch active learning. The author got 86% accuracy but was 

restricted to mere pictures. This suggested approach cannot process videos. The labeled dataset 

WL-DukeMTMC-ReID was used in [33]. The deep graph metric learning method was used for a 

maximum mean average precision of 90%. The limitation is that noisy clips cannot be processed properly. In 

[34], the author presented a review paper that consists of convolutional and deep neural networks for 

identifying an individual. The ResNet-50 model was used by [35] along with the multi-task part-aware 

network (MPN), designed to extract semantically aligned part-level features from pedestrian images.  

Market-1501, DukeMTMC-ReID, and CUHK03 databases achieved mean average precisions of 89%, 82%, 

and 81%, respectively. Research gaps were: i) the time and space complexities of MPN are slightly increased 

and ii) it was applied to images only.  

Pedestrian feature identification was developed using the you only look once version 4 (YOLOv4) 

deep learning network and hybrid transformers [36]. Richly annotated pedestrian version 2 (RapV2), RapV1, 

pedestrian attribute (PETA), and PA100K databases were used to obtain mean accuracy of 79%, 81%, 86% 

and 84% respectively. It used to take 46 minutes to produce the results. This was the limitation in [36]. Wang 

et al. [37] proposed a person re-recognition method with a multi-grain size generative adversarial network 

considering pedestrian images. The author addressed the problem of occlusion. The Market-1501 and 

DukeMTMC-ReID datasets achieved mean accuracy of 91% and 88%, respectively. It was applied only to 

images. The author of paper [38] describes a multi-scale pyramid attention (MSPA) model for P-ReID that 

changes how well semantic attributes and visual appearance work together. The Market-1501 and 

DukeMTMC-ReID datasets achieved maximum accuracy of 96% and 97%, respectively. The proposed 

framework was designed for short-term reidentification-identification only and applied to images. The papers 

mentioned above were studied, and Table 1 shows the comparison and illustrates the research gap in the 

chosen area. It was observed that many researchers proposed their methodology on images by using different 

datasets. Few of them used video datasets, which had many limitations: i) more execution time, ii) a single 

face can only be detected, iii) some algorithms only detect different faces, no identification, iv) few 

algorithms concentrate only on moving objects neglecting static objects, and v) few papers do not work on 

challenges parts such as pose variation, illumination, and occlusion. The main objective of this work includes 

i) reducing execution time, ii) detecting and identifying multiple faces from a video frame, iii) both static and 

moving persons should be identified with additional information called metadata, and iv) challenges such as 

pose variation (>30 degrees) and illumination (>40%) should be addressed. 

 

 

Table 1. Research gap analysis 
Paper 

Reference 
Methodology used Pose 

variation 

limit 

Illumination/ 
Occlusion limit 

in % 

Precision 
in % 

Execution 
time Limitations 

[1] Regression network-based face-

tracking model 

30 deg Illumination: 

40 

89.2 50 minutes for 

100 epochs 

Single face in a video 

frame 
[3] Regions with convolutional 

neural networks 

25 deg --- 91 40 minutes for 

100 epochs 

It does not address the 

illumination problem 

[5] HashNet deep neural network 15 deg Illumination: 
40 

72.8 --- Complex structure, low 
precision 

[15] Convolutional neural network 20 deg --- 90 --- Illumination and pose 

problem 
[16] 3D convolutional neural network 15 deg --- 87 56 minutes for 

100 epochs 

Mis-classification/error 

percentage was more 

[17] Joint spatial and temporal 
recurrent neural networks 

--- Illumination: 
20 

90 42 minutes for 
100 epochs 

Concentrates only on 
moving objects 

[18] Expectation maximization --- --- 90 4 hours for 

100 epochs 

It detects people does 

not identify 
[21] Regularized sparse representation 

classification algorithm 

25 deg --- 65.56 --- Less precision 

[38]  MSPA model --- Illumination: 

30 

97 --- Applied only for images 
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2. METHOD 

You only look once version 8 (YOLOv8) model and the cross-stage partial connections 

(CSPDarknet53) framework are introduced. Earlier to this, YOLOv5, 6, and 7 were present in deep learning. 

The benefit of YOLOv8 compared to earlier models is that it takes less time for training and testing. It is a 

lightweight model that handles three tasks at a time. Detection, segmentation, and classification tasks can be 

performed by YOLOv8. Only object detection is possible in earlier models of YOLO (5, 6, or 7). A few 

parameters are added to the YOLOv8 model, and transfer learning is used to identify many individuals. 

Metadata was introduced in addition to the YOLOv8 model to detect, segment, and classify multiple people 

in the video frames. The metadata concept ensures that additional information about the identified individual 

is displayed on the screen.  

 

2.1.  Proposed methodology 

Figure 1 shows the simplified block diagram of the proposed methodology. Training videos of 

different frame rates (30fps, 60fps, and 24fps) can be applied to the ImageLabeller functional unit, which 

generates the bounding box coordinates for each person's face and saves them in the text file. Multiple faces 

in every frame were considered, and training data were constructed. This labelled data acts as a reference and 

should be trained using the CSPDarknet53 feature extraction model and YOLOv8 classifier. This trained data 

has to be stored in a file and attached to the testing video during the testing phase. In the testing phase, real-

time or stored video of different frame rates can be applied to the CSPDarknet53 model and multi-layer 

YOLOv8 classifier. The first window for person tracking is provided by CSPDarknet53, which recognizes 

facial details in every picture and retrieves the absolute location of the desired face. The YOLOv8 algorithm 

estimates the exact location of the face in the following frame by extracting facial traits from two previous 

frames.  

 

 

 
 

Figure 1. Simplified proposed methodology 

 

 

2.2.  Modified YOLOv8 framework 

Figure 2 shows the modified YOLOv8 framework for person identification. The YOLOv8 

architecture strengthens the previous YOLO algorithms. The convolutional neural network used by YOLOv8 

comprises two primary sections: the head and the backbone. Training frames are fed to the YOLOv8 

Backbone unit. The yet another markup language (YAML) file consists of class data for personal 

identification. Testing video frames and YAML files were fed to the YOLOv8 Backbone unit during the 

testing phase. The metadata concept was introduced to provide additional information such as name, phone 

number, native place, work designation, and more details about the detected person. This was stored in an 

Excel file and introduced at the YOLOv8 head unit to help display additional data about authenticated 

persons. 

 

 

 

 
 

 
 

 

 

 

 

 

 

 

Figure 2. Modified YOLOv8 framework 
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Figure 3 shows the YOLOv8 backbone unit. The foundation of YOLOv8 is a modified version of 

the CSPDarknet53 framework. Fifty-three convolutional layers make up this design, using cross-stage 

restricted correlations to enhance information transfer between the various layers. Convolutional layers 

consist of a set of Conv2d (2-dimensional) functions and a 2-dimensional batch normalization function for 

reducing the dimensionality of the considered frame and extracting facial features. Sigmoid linear unit 

(SiLU) is an activation function calculated by multiplying the sigmoid function with input.  

 

𝑆 =  𝜑(𝑥) (1) 

 

where, 𝑥 = Input, 𝜑 = Transfer function symbol, 𝑆 = Activation value  

 

 𝑆𝑦 =  𝜑𝑦 ∑ 𝑊𝑖−𝑦 𝑆𝑖
𝑛
𝑖=0  (2) 

 

here, 𝑆𝑦 = Final activation signal, 𝑊𝑖−𝑦 = Weighted signal 

 

 

CSPDarknet53 model 

 

 

 

 

 

   

 

 SPPF 

 

 

 

 

Figure 3. YOLOv8 Backbone unit 

 

 

Two independent flows of gradient streams are integrated into the C2f module's design, enabling a 

more reliable trajectory data movement. Spatial pyramid pooling fast (SPPF) is used in the YOLOv8 

structure. By optimizing the pooling procedure, SPPF prevented SPP from having to run repeatedly and 

considerably increased the module's operating speed. SPPF consists of a set of convolutional layers, 

2-dimensional max-pooling layers concatenated with a final convolutional layer to increase the operating 

speed of the framework. 

Figure 4 shows the YOLOv8 head unit. A number of convolutional layers and a string of fully 

connected layers make up the head of the YOLOv8 algorithm. For the elements discovered in a picture, these 

layers are in charge of estimating box boundaries, objectless ratings, and likelihoods of classes. Using a self-

attention option in the network's brain is one of YOLOv8's distinguishing characteristics. Finally, the detect 

function consists of a set of convolutional layers (both 1 and 2-dimensional) to compute bounding box and 

class losses. Binary cross-entropy (BCE) loss calculates the classification work failure. In other words, the 

error in determining whether an object is present in a specific grid cell or not is calculated using a binary 

cross-entropy loss. Complete intersection over union (IoU) loss quantifies the mistake in object localization 

within the grid cell. The predicted output was stored in the runs folder after passing train and test data 

through the Backbone and Head unit. 

 

2.3.  Training phase flow chart 

Figure 5 shows the flowchart for the training phase. Stored video of different frame rates can be 

applied as training input to the proposed system. Video frames can be extracted from 24fps, 30fps, and 60fps 

video. Labelled data is created for all the faces considering x, y, length, and width parameters available from 

the converted frame. The labeled data file is stored as a notepad file in the " data " folder. Class information 

is provided through the YAML file after installing all the packages required to run the program in the Python 

environment. Convolutional layers are essential to map required information from the labelled data and 

extract the required feature matrix the YOLOv8 classifier used to identify a given face with the mapped data. 

Classified weights had to be saved for comparison with testing data in the next phase.  
 

Conv2d BatchNorm2d 
SiLU activation 

function 
C2f Module 

Convolutional Layer Maxpool2d Layer Convolutional Layer 
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Figure 4. YOLOv8 head unit 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Training phase flow chart 

 

 

2.4.  Testing phase flow chart 

Figure 6 shows the flowchart for the testing phase. Real-time or stored video of different frame rates 

can be applied as an input in the testing phase. Converted video frames and class data are applied to the 

feature extractor to detect faces. If the detected face vectors match the stored resultant weight from the 

training phase, the detected face is classified and authenticated as a particular individual. In the output 

window, the metadata file is given as input to provide additional information about the classified people. 

Tracked videos can be saved and used in the future. If the detected face vectors do not match stored weights, 

they exit the testing phase. Note that this process continues until all the frames complete its execution.  
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Figure 6. Testing phase flow chart 

 

 

3. RESULTS AND DISCUSSION 

The performance of any deep learning neural network can be measured by computing precision, 

Recall, and F1-Score-these performance metrics depend on true positive, false positive, and false negative 

values. S-DEC database consists of 38 people video datasets. Videos were taken in varying backgrounds, 

different poses, and various expressions. 50 video files were considered, which consist of multiple people. 

Different frame rate video files were considered (24fps, 30fps, and 60fps). The VTB database [28] consists of 

multiple-person videos taken in different backgrounds, with varying expressions and poses. 

 

3.1.  Evaluation metrics 

True positive (TP) is where the algorithm correctly identifies the existing face. False negative (FN) 

is a state where the algorithm offers a zero-confidence estimate of an actual face. False positive (FP) occurs 

when a device inaccurately estimates the existence of a face at an extremely high trust level. Precision 

measures the percentage of cases among those the model identified as positive that are actual positive 
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examples. Equation (3) shows the computational metric for precision. Recall, commonly referred to as 

sensitivity, is the percentage of positive examples among all positive examples. Equation (4) shows the 

designated formula for the recall metric. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (3) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (4) 

 

Figures 7(a) and 7(b) shows the precision metric for VTB and S-DEC databases, respectively. The 

graph was plotted by considering the number of epochs as 100 on the x-axis and precision (%) on the y-axis. 

Different frame rates, such as 24fps, 30fps, and 60fps, were considered in the plot. 91.42%, 93.58%, and 

94.67% precision accuracy were obtained for 24fps, 30fps, and 60fps of S-DEC database, respectively. For 

the VTB database, 92.28%, 95.43%, and 98.67% precision rates were achieved for 24fps, 30fps, and 60fps, 

respectively. 

 

 

  
(a) (b) 

 

Figure 7. Precision metrics, (a) VTB database and (b) S-DEC database 
 
 

Figures 8(a) and 8(b) shows the Recall metric for VTB and S-DEC databases, respectively. The 

graph was plotted by considering the number of epochs as 100 on the x-axis and recall on) the y-axis. 

Different frame rates such as 24fps, 30fps and 60fps were considered in the plot. 82.36%, 84.02%, and 

88.09% of recall accuracy were obtained for 24fps, 30fps, and 60fps of the S-DEC database, respectively. 

For the VTB database, 94.36%, 96.88%, and 100% recall rates were achieved for 24fps, 30fps, and 60fps, 

respectively. 

 

 

  
(a) (b) 

 

Figure 8. Recall metrics, (a) VTB database and (b) S-DEC database 
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The F1-Score can be described as the Harmonic median of the framework's precision and recall. It is 

a gauge of the model's consistency presented in (5). Figures 9(a) and 9(b) shows the F1-Score metric for 

VTB and S-DEC databases, respectively. This metric should be "As close to ONE." Practically, more than 

0.9 is considered as the best output. The X-axis consists of the number of epochs ranging from 1 to 100. The 

Y-includes the des F1-Score metric ranges from 0 to 1. Different frame rate videos were considered to 

measure. The proposed framework produces 0.91 of the F1-Score for the S-DEC database and 0.99 for the 

F1-Score for the VTB database. 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2

(
1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
)+(

1

𝑅𝑒𝑐𝑎𝑙𝑙
)
  (5) 

 

 

  
(a) (b) 

 

Figure 9. F1-Score metrics, (a) VTB database and (b) S-DEC database 

 

 

Figure 10 shows the predicted output for the S-DEC database with 24fps in Figure 10(a), 30fps in 

Figure 10(b), and 60fps in Figure 10(c). Different frame rate videos were analyzed using the proposed 

technique, yielding the best result in 60 fps video. All 6 people in the S-DEC dataset of 60fps video frame 

were identified successfully and displayed additional information related to authenticated people on the 

output window. It was observed that in the 24fps video, one of the faces remained unidentified, yielding less 

class precision. Even though the noise was present in 24fps video, the proposed algorithm gave an acceptable 

result. 

Figure 11 shows the predicted output for the VTB database with 24fps in Figure 11(a), 30fps in 

Figure 11(b), and 60fps in Figure 11(c). Regarding 30fps and 60fps videos, the proposed framework 

produced an excellent number of accurate detections by considering occlusion, various facial expressions, 

variation of light, and different poses. For the VTB database, considering color and black and white video as 

input in different frame rates, the system obtained the best results in detecting and identifying faces. In the 

60fps video frame, a significant amount of noise was present. Even then, the proposed system had identified 

the person effectively, yielding 99% accuracy. 

All the above said performance metrics were tabulated for different frame rates and different 

datasets. Table 2 shows the resultant table for the S-DEC database considering the number of epochs to be 

trained, precision, mean average precision, recall, and F1-Score of 3 different frame rates. Precision and 

recall metrics should be considered to draw the qualitative measure of the designed algorithm. A mean 

average precision of 93% was achieved from the proposed framework. Table 3 shows computations for the 

VTB database. It gave a mean average precision of 99.5% for 60fps video. In many papers, convolutional 

neural networks are used as feature extractors, and a separate classifier was used to get the required outcome. 

In my proposed work, a modified CSPDarknet53 framework with the YOLOv8 has been used to address 

occlusion and variation of light and pose variation challenges. Further, the illumination and background 

clutter problems have been addressed and tabulated in Table 4, and execution time has been given greater 

importance in addition to accuracy. There was a trade-off between accuracy and execution time in many 

papers, shown in Table 4. Pose variation challenge is addressed up to 45 degrees with respect to any person. 

98.67% of best precision was obtained for a video of 50 seconds from this framework, which takes  

35 minutes of training time and 2 minutes of testing time, having 38 total classes. 
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(a) 

 

  
(b) 

 

  
(c) 

 

Figure 10. Predicted video output of S-DEC database: (a) 24fps, (b) 30fps, and (c) 60fps 

 

 

   
(a) (b) (c) 

 

Figure 11. Predicted video output of VTB Database: (a) 24fps, (b) 30fps, and (c) 60fps 

 

 

Table 2. Result in comparison of S-DEC database with different frame rates 
Epoch 24fps 30fps 60fps 

Precision 

(%) 
mAP 

50(%) 
Recall 

(%) 
F1-Score 

(0-1) 
Precision 

(%) 
mAP 

50(%) 
Recall 

(%) 
F1-Score 

(0-1) 
Precision 

(%) 
mAP 

50(%) 
Recall 

(%) 
F1-Score 

(0-1) 
1 21.80 0.29 9.04 0.13 34.94 9.03 18.56 0.24 55.61 25.77 38.54 0.46 

10 59.13 38.35 33.17 0.43 79.91 50.41 48.26 0.60 84.10 60.85 63.95 0.73 
25 80.26 74.28 63.33 0.71 83.32 79.09 70.52 0.76 90.19 80.35 70.71 0.79 
35 80.63 82.94 70.66 0.75 84.32 85.69 75.20 0.79 90.29 87.26 77.76 0.84 
45 83.37 85.69 75.20 0.79 86.04 89.30 82.36 0.84 90.84 90.83 79.05 0.85 
60 84.70 87.26 77.76 0.81 88.51 89.42 82.66 0.85 91.17 91.66 83.64 0.87 
70 86.83 87.29 78.28 0.82 90.50 90.44 82.66 0.86 91.43 92.35 85.76 0.89 
80 87.89 89.58 79.02 0.83 91.42 90.92 83.21 0.87 93.58 92.57 87.15 0.90 
90 88.46 89.86 80.12 0.84 91.46 91.13 83.53 0.87 94.67 93.13 87.72 0.91 
100 91.42 90.83 82.36 0.87 93.58 92.18 84.02 0.89 90.23 93.28 88.09 0.89 
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Table 3. Result in comparison of VTB database with different frame rates 
Epoch 24fps 30fps 60fps 

Precision 
(%) 

mAP 
50(%) 

Recall 
(%) 

F1-Score 
(0-1) 

Precision 
(%) 

mAP 
50(%) 

Recall 
(%) 

F1-Score 
(0-1) 

Precision 
(%) 

mAP 
50(%) 

Recall 
(%) 

F1-Score 
(0-1) 

1 0.16 0.24 45.00 0.00 0.20 0.49 59.50 0.00 11.87 14.66 60.00 0.20 
10 36.11 50.58 60.00 0.45 58.60 56.09 70.00 0.64 59.89 60.43 75.00 0.67 
25 63.56 75.17 70.00 0.67 75.35 93.88 74.24 0.75 84.74 93.02 77.97 0.81 
35 80.51 84.28 70.00 0.75 80.76 94.27 83.76 0.82 87.29 93.88 89.21 0.88 
45 84.74 92.72 75.00 0.80 83.29 94.27 86.88 0.85 92.87 94.27 92.80 0.93 
60 87.29 92.72 81.14 0.84 88.29 95.00 90.80 0.90 95.27 95.00 95.74 0.96 
70 87.49 93.88 83.76 0.86 92.87 95.00 92.06 0.92 97.75 99.50 96.54 0.97 
80 89.56 94.27 85.59 0.88 92.87 96.58 94.94 0.94 97.75 99.50 98.97 0.98 
90 90.29 94.27 89.21 0.90 94.65 98.07 95.59 0.95 98.20 99.50 100.00 0.99 
100 92.28 95.00 94.36 0.93 95.43 98.07 96.88 0.96 98.67 99.50 100.00 0.99 

 

 

Table 4. Result in comparison with proposed framework 
Paper 

reference 
Methodology used Pose variation 

limit 
Illumination/Occlusion 

limit in % 
Precision 

in % 
Execution 

time 
[1] Regression network-based face-

tracking model 
30 deg Illumination: 40 89.2 50 minutes for 

100 epochs 
[3] Regions with convolutional neural 

networks 
25 deg ------- 91 40 minutes for 

100 epochs 
[5] HashNet deep neural network 15 deg Illumination: 40 72.8 --- 
[15] Convolutional neural network 20 deg --- 90 --- 
[16] 3D convolutional neural network 15 deg --- 87 56 minutes for 

100 epochs 
[17] Joint spatial and temporal recurrent 

neural networks 
--- Illumination: 20 90 42 minutes for 

100 epochs 
[18] Expectation maximization --- --- 90 4 hours for 

100 epochs 
[21] Regularized sparse representation 

classification algorithm 
25 deg --- 65.56 --- 

[38] MSPA model --- Illumination: 30 97 --- 
Proposed 

framework 
Modified CSPDarknet53 method 

with YOLOv8 
45 deg Illumination: 40 98.67 37 minutes for 

100 epochs 

 

 

4. CONCLUSION 

This study recommended the use of the modified CSPDarknet53 person identification and tracking 

as part of an effective video person identification and tracking strategy. Initially, issues such as ambient light 

variations, alterations in pose, and facial expressions related to person identification and tracking were 

discussed. CSPDarknet53 was used to determine the desired face's location in each frame during face 

tracking, and the YOLOv8 framework was utilized to determine the tracking pattern between subsequent 

frames. Considering the most challenging parameters like pose fluctuation, clutters, and changes in the 

background, this model guarantees consistency in delivering high-quality outcomes. To evaluate the 

suggested CSPDarknet53 frameworks with the related approaches in terms of precision and execution time, 

the VTB database was used as a standard dataset. The s-DEC database had been created and applied to the 

proposed model. After comparing both the database results, it was observed that 95% of similar results were 

achieved by addressing various challenges discussed above. Even though the pose variation is greater than  

45 degrees and dissimilar lighting conditions, the system achieved 98.67% of best precision for a video of  

50 seconds, which takes 35 minutes of training and 2 minutes of testing time, with 38 total classes for  

100 epochs. In the future, the same system shall be modified to classify all the people present in 24fps video 

while addressing the false negative problem from Figure 10(a). It was observed that the system produced 

better results as the number of training epochs and frame rate increased. Even precision deteriorates if the 

frame rate is less, and false negative problems increase in-person identification. Some false negatives may be 

corrected by considering information from adjacent frames. Implementing tracking algorithms or using 

advanced, recurrent neural networks (RNNs) can help improve detection. 
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