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 One of the most difficult perceptual problems for many applications is 

accurately recognizing the human object in a variety of circumstances. This 

can be difficult due to obstructions, weather, complex backdrops, cast 

shadows, and occlusions. Occlusion is a challenging open problem where a 

detector can only perceive a portion of the target human because of obstacles 

in the surrounding. In this research, an experimental investigation was 

conducted using the multi object tracking (MOT17) datasets to construct a 

graph neural network-based solution for the detection of humans in videos 

while considering the possibility of occlusion. Graph neural network (GNN) 

is used for the construction of neural solver model for detecting human 

object in occlusion scenario. The results obtained shows that this proposed 

method offers a considerable improvement in efficiency in comparison to the 

ways that have been used in the past. The values obtained for the standard 

performance metrics are higher than the state-of-the-art methods. 
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1. INTRODUCTION 

Humans are incredibly quick and precise in spotting and identifying things in our environs, even 

under situations when the object is just poorly visible. Our brains may make up for missing information by 

making associations between the visible portions of an item [1]. The technology behind computers is still not 

advanced enough to do this. Therefore, object recognition is a major topic in the area of computer vision. in 

recent years, it has made great strides because of the advent of deep neural systems and the accessibility of 

massive amounts of information. Many industries have taken notice because of potential uses in areas 

including advanced driver assistance systems [2], surveillance [3], and scene interpretation [4]. Accurately 

detecting the object in varied contexts is the greatest difficulty and is the first step in tracking, although this 

can be challenging because of factors including complicated backdrops, weather, cast shadows, and 

occlusions. There are several computer vision techniques that fail when obstructed items are present in the 

scene. It is important to note that the camera’s perspective determines the obscured area. The minimization 

technique, temporal selection, graph cut technique, and squared sum distances are all used to deal with the 

same obstruction challenge [5]. In other cases, the camera’s orientation determines if any section is obscured 

or not. 

When trying to keep tabs on individuals in a variety of settings, occlusion may provide some serious 

difficulties. Video surveillance and intelligent vehicles, including unmanned ground vehicles (UGVs) and 

unmanned aerial vehicles (UAVs), rely significantly on human detection technology. Human identification is 
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difficult in both images and videos because of the wide variety of stances that individuals may adopt. Due to 

the proximity of other objects, a significant degree of partial occlusion happens in the actual world when 

people walk around. Using a combination of images from many cameras to calculate the depth and then 

estimate the obstructed section is one approach to this problem [6]. Due to the difficulty in estimating depth 

from a single location using just local information, a polynuclear stereo technique is utilized for occlusion 

management [7]. Temporal and trajectory prediction was first proposed by Rosales and Sclaroff for the same 

issue [8]. Geiger et al. [9] employed a method including epipolar lines and a disparity map to handle 

obstruction, which relies heavily on the geometry of the picture. Suppression by use of a limit on the 

sequence of operations is a method designed by Little and Gillett [10]. The displacing field between the 

pictures plays a crucial role in this competence, and it is used to locate the occluded areas in the images by 

establishing two occlusion maps [11]. 

The original goal of scenario comprehension was to create robots that can perceive like humans, 

allowing them to infer broad concepts and immediate context from visuals. Unanticipated uses for scene 

understanding technologies, such as picture search engines, computational imaging, vision for infographics, 

and human-machine interface (HMI) and autonomous vehicles are gaining traction. The optimization 

challenges and obstruction problems can be addressed with the use of cost aggregation based on energy 

functions [12]. Cross-checking and extrapolating is a straightforward approach to obstruction detection [13]. 

Partially occluded events can be processed with an additional normalized cross-correlation procedure [14]. 

Particle filters with information association can be used to detect and follow occluded objects in a scene [15]. 

Tracing the paths taken by each individual circumstance of an entity in a video is referred to as multi-object 

tracking (MOT). Among its many potential uses are driverless vehicles, biological research, and video 

surveillance systems. The challenge of associating data in this type of tracking under occlusion conditions is 

typically posed in the form of a graph partitioning topic.  

A modified MOT solver technique under occlusion conditions which is based on a graph 

partitioning technique is proposed here. The proposed network architecture consists of a convolutional-based 

transfer learning network for feature learning. The construction employs a message-passing neural network to 

enhance the learning procedure. As it develops, this network uncovers how to merge profound characteristics 

into high-order data throughout the graph. Even though our technique is based on a very straightforward 

graph-based concept, it is nonetheless capable of taking into consideration global interconnections between 

detection methods. Proposed approach outperforms the contemporary by a wide margin, is significantly 

quicker than several classic graph partitioning approaches, and does so without needing any specially 

formulated attributes. 

In this work, the tracking scenario is splitted into two parts, single and double camera obstruction. 

So, three different cameras were used by Chang et al. [6] is an effort to overcome the occlusion. Optical 

coherence tomography (OCT) employs geometrical and recognition-based methodologies with the use of 

signals, including epipolar-lines, landmarks, perceived color, and elevation. 

Hu et al. [16] employ a Bayesian network strategy to address the problem of occlusion when 

following individuals. The subject’s expected joint characteristics were followed using a condensing 

algorithm. There are three possible values for t, with zero indicating no occlusion, one indicating that A 

occludes B, and two indicating that B occludes A [16]. Here the histogram of gradient (HOG) with the local 

binary pattern is used to create an innovative and influential approach for human detecting and handling 

partial occlusion (LBP). A global window detector is used to scan, whereas local area detectors are utilized to 

pinpoint specific features. Results on the INRIA and Pascal datasets show that with the enhanced HOG LBP 

feature & the global part occlusion management approach, they obtained 91.3% rate of detection [17]. Before 

anything else, they generate an occlusion map that details where people and fixed objects block the view. 

Second, when the item reappears in view, the odds of locating it are improved by using an extended Kalman 

filter (EKF) [18].  

Enzweiler et al. [19] weights that are proportional to the level of visibility to account for partial 

occlusion. Classifying pedestrians in photographs is the focus of this work. Intensity, depth, and motion 

characteristics comprise the framework employed for training the component-based expert classifiers [19]. 

Although stereo vision is preferable for dealing with occlusions, Wojek et al. [20] have claimed success with 

on the ETH-PedCross2 dataset based on scene interpretation based on monocular vision. The proposed 

method is effective for dealing with long-term occlusions [20]. When dealing with web-based programs, data 

association can be performed either track-by-track [21] or on a frame-by-frame basis [22]. Because batch 

approaches are more resistant to being affected by occlusions, they are the approach of choice for video 

processing tasks that can be completed offline. The use of a graph as the basis for this kind of model is 

considered to be the industry standard [23]. In this model, a node represent single detection, and the presence 

of edges shows the existence of potential connections between the nodes [24]. The association of data can 

then be phrased as flow with maximum value [25] or, correspondingly, as a minimal cost issue with either 

fixed costs depending on the distance [26], incorporating motion models [27], or learning costs. This can be 
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done in one of two ways. Alternate approaches often result in optimization issues that are more complex, 

such as minimal cliques [28], general-purpose solutions, such as multi-cuts [29]. The building of ever-more-

complex models that take into account additional types of visual input, like reconstructing for multi-camera 

frames [30], activity identification [31], segmentation [32], keypoint trajectory [33] or joint identification, 

has been more popular as of late. 

 

 

2. METHOD 

2.1.  Data collection and preprocessing 

2.1.1. Dataset  

The MOT Challenge is a standard dataset for multiple objects tracking that comprises various 

challenging walker monitoring sessions. These sessions include significant occlusions and they are set in 

congested environments. For this proposed approach, MOT17 dataset is being used [34], [35]. All MOT16 

sequences are used in MOT17, along with an improved ground truth that has better precision. For every 

session, three different recognition types are available: DPM, Faster-RCNN, and SDP. All six subsets of this 

particular dataset were used in the training and testing stages. 

Originally MOT17 consisted of 42 distinct video sessions. For training half of the data set is used, and 

the rest are used for the testing of model implementation. To make data set and training more efficient, all the 

six subsets of the main data set are used for this experimental study instead of restricting any of the single 

subset. Figure 1 shows three frames from each of the 6 subsets. These sub-datasets are: MOT17-04 – DPM, 

MOT17-04 – FRCNN, MOT17-04 – SDP, MOT17-11 – DPM, MOT17-11–FRCNN, MOT17-11 – SDP. The 

MOT17 dataset series includes various video data sets which are captured specifically with different challenges. 

As an example, a video of the pedestrian at night on street was taken from an elevated viewpoint in the  

MOT17-04 dataset and MOT17-11 data set series consists of a video recording from a forward-facing camera 

inside a crowded retail mal. 

 

 

 
 

Figure 1. Sample frames from the six-input data subset 

 

 

2.1.2. Augmentation 

Our network is trained using random samples from pools of 8 graphs. For stationary scenes, the 

sampling rate is six frames per second, while for dynamic scenes, it is nine fps. Each graph represents a series 

of 15 frames. As part of our data preprocessing, arbitrarily removal of nodes from the network is done to 

mimic skipped detection systems and also arbitrarily moved the bounding frames. The percentage of 

detections that might be randomly dropped is kept in the range of 0-0.3. In CNN usual image frame size is 

kept at 128×128. A frame size of 256×256 is used in this model for bounding box image generation. The 

frame sampling rate probability, set at 0.5, will vary randomly during the learning phase. The batch size for 

future evaluations remains constant at 5,000. 
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2.2.  Network architecture 

The aim of this proposed neural solver is to detect people under occlusion in a crowded 

environment. The problem will be more challenging as the crowd is in motion in the input dataset. For this 

model execution, a hardware setup RAM 16 GB, graphics 8-10 GB and 24 core CPU of is made use. Using a 

collection of dynamic images, this technique builds a graph by considering the frames as nodes and joining 

frame pairs with edges to form a coherent structure. To encode the geometric information of nodes and edges 

in the provided set of dynamic images, a CNN is first used in the graph embedding process. An MLP is then 

used. These hidden layers are used as input to a neural message-passing algorithm, which will iteratively 

spread the data contained inside them throughout the graph for a certain number of times. Later embedding’s 

are utilized to label edges as active or inactive. The cross-entropy loss is calculated for our projections 

relative to the ground truth labels throughout the learning period. A straightforward rounding strategy is used 

to convert our categorization scores to bins to get our final outcomes. Figure 2 presents the basic design of 

the proposed neural solver for multiple human detections under occlusion conditions. 

 

 

 
 

Figure 2. The basic design of our proposed neural solver for human detection (MOT) under occlusion 

conditions 

 

 

2.3.  Graph neural network 

Graph neural networks (GNNs) are a subset of deep learning techniques. It is optimized for 

inferential tasks containing graph-based information. Applying these neural networks explicitly to graphical 

structures simplifies node-stage, edge-stage, and graph-stage prediction problems. Consider 𝑝 as the 

collection of vertices and 𝐸 is the link between them. Which is represented as: 

 

𝐺 = (𝑝, 𝐸) (1) 

 

The ‘sacred MOT metrics logger’ is employed to compute all MOT metrics from a set of output tracking 

files. Also, the node embedding is set as 𝑙𝑖
(0)

where (𝑖 ∈ 𝑝) and the edge embedding can be presented as 𝑙(𝑖,𝑗)
(0)

, 

where (𝑖, 𝑗) ∈ 𝐸 . 

In this proposed method, a graph model is built with nodes depicting individual detections and edges 

representing the links between them. This is used to see the relationships between the many detected items in 

the video input data. The highest number of frames that can be found in each sampled graph is set to 15. The 

graph that has been built can identify between 25 and 500 different human figures in the scene. A minimum 

visibility score of 0.2 is required for the ground truth (GT) boxes during the learning phase. Each of the 

graph's charts shows fifteen distinct picture frames. The GNN is constructed by connecting nodes in the 

graph using the k-nearest neighbor (KNN) method. The parameter 'k', which denotes the number of neighbors 

in a KNN, is essential to the GNN architecture. 'A1' is regarded as the target position for label prediction in 

this case. 

The process involves the following steps: 

− K nearest approach: The first step is to locate the k points that are on the graph which are closest to 'A1'. 

The proximity metric is used to find these points; Euclidean distance measure is used. 

− Vote-based classification: Following the identification of the K nearest points, the following stage 

involves classifying these points based on the votes cast by their closest neighbors. Votes are cast for each 

point according to its object type. 

− Category prediction: Based on the votes, the most popular category is chosen to make the final prediction. 

The forecast for the object in the target location 'A1' is derived from the category that received the most 

votes. 

− At first, 100 was chosen as the number of k-closest points (k). The model's performance was found to be 

improved more effectively when the value of 'k' was increased to 50. 
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2.4.  Feature encoding 

Feature encoding is a significant step in this whole model construction. This step transforms all the 

required features into a standard format so that the model can be implemented on the extracted features from 

the dataset. ResNet50, a novel convolutional transfer learning model is utilized for the embedding of the 

features. The ResNet50 model extracts features from the RGB image frames. 

Hence, we can be able to retrieve 𝑞𝑖’s corresponding node embedding by calculating. 𝑙𝑖
(0)
: = 𝐶𝑁𝑁, 

and this is done for each detection of 𝑞𝑖 where 𝑞𝑖 ∈ 𝑄 and each image patch that corresponds to 𝑞𝑖. Next, 

encoding the features with geometric information is achieved. The considered parameters for the feature 

encoding step are Time distance, 2-D co-ordinate distance (𝑑), Bounding box height (𝑎) and width (𝑏) and 

ReID score. This distance d in between the ith and jth timed detection can be calculated using the left top 

corner image coordinate of the bounding box (𝑚𝑖, 𝑛𝑖). Equation (2) shows the mathematical formula to 

calculate the distance 𝑑. 

 

𝑑 = (
2(𝑚𝑗−𝑚𝑖)

𝑎𝑖+𝑎𝑗
,  
2(𝑛𝑗−𝑛𝑖)

𝑎𝑖+𝑎𝑗
,  𝑙𝑜𝑔

𝑎𝑖

𝑎𝑗
,  𝑙𝑜𝑔

𝑏𝑖

𝑏𝑗
)  (2) 

 

2.5.  Neural message passing 

Following the feature encoding phase, the message passing stage is the next. Several iterations of 

message transfer are carried out on the graph. Throughout each iteration of the message passing process, 

nodes impart visual details about themselves to their connected edges, and likewise, edges impart geometric 

details about themselves to the nodes upon which they make contact. As a result, improved embedding’s for 

nodes and edges are obtained that account for the graph’s topology at an advanced level. Edge projections 

can be improved by recurrent refinement, if the number of message-passing steps are increased, an additional 

detail can be encoded in each node and also in edge encoding. Therefore, larger values are likely to result in 

more efficient networks. In our approach, message-passing steps are set to 24. After the message is passed, 

the number of steps during which feature vectors are categorized is set to 23. The initially encoded feature 

nodes are also included during the update process of the nodes. Figure 3 shows the development stage of 

nodes inside the model architecture for message passing. Edges with arrows point in the direction of time. 

The picture depicts the initial state following an edge update and the computation of the intermediate node 

upgrade embedding’s. 

 

 

 
 

Figure. 3. Node development due to message passing in the network 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Results of model implementation 

Results obtained from the model implemented on six different subsets of the MOT17 dataset are 

discussed here in this section. While training, During the experimental investigation, the program 

‘MOTMetricsLogger’ is used to compute all MOT metrics using a collection of output tracking data. GNN is 

used for the basic construction of this neural solver for detecting an object (here, target object = human) 

under an obstruction. Next, CNN-based ResNet50 is applied for feature encoding. In the network, CNN 

downsizes the image frames, which eventually compresses the MOT dataset. GNNs are able to accomplish 

goals that CNNs were unable to achieve. CNNs are based on a fundamental idea that incorporates concealed 

convolution and pooling levels to detect locally specific characteristics using a kernel-based collection of 
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visual fields. The window of the convolutional controller is moved along a 2-D picture, and a function is then 

computed across a certain window, which goes through many filters., because graphs can have any size and 

any structure and the lack of physical proximity, CNN is difficult. The sequencing of nodes is likewise not 

set in stone. Since graphs are order-invariant, the goal is to get the outcome irrespective of the way the nodes 

are arranged. Figure 4 depicts the output images with detected human objects shown in bounded boxes. 

Table 1 shows the output performance metrics obtained from the model implementation on MOT17 

datasets. The highest MOTA score is found for the MOT17-04-SDP subset. That same subset also shows the 

highest IDF1 score, with a value of 82.7%. The overall MOTA and IDF1 values for this experimental study 

are found to be 69% and 76.5%, respectively. These values are far higher than the state-of-the-art methods. 

Figures 5 compare precision and Figure 6 compares recall metrics for the outputs from the different data 

subsets. The precision score is really high for each subset of the input data, reaching an overall precision of 

99.4%. The aggregate value for the recall is 69.5% here. 

 

 

 
 

Figure 4. Output frames containing bounding boxes for multiple-human object detection 

 

 

Table 1. Output performance for different subsets of MOT17 
Dataset MOTA IDF1 IDP MT ML FP FN 

MOT17-04-DPM 65.5% 74.4% 93.8 31 24 54 16341 

MOT17-04-FRCNN 65.2% 75.3% 95.1 34 22 70 16479 
MOT17-04-SDP 76.2% 82.7% 95.1 45 16 183 11127 

MOT17-11-DPM 64.4% 67.5% 84.5 17 22 87 3258 

MOT17-11-FRCNN 69.6% 74.1% 87.9 28 18 150 2703 
MOT17-11-SDP 74.3% 71.7% 81.2 36 13 213 2192 

Overall 69.0% 76.5% 92.9 191 115 757 52100 

 

 

 
 

Figure 5. Comparison of precision values from different data subsets 
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Figure 6. Comparison of recall values from different data subsets 

 

 

3.2.  Evaluation with other models 

Table 2 presents the overall comparison of different model performances with our proposed model. 

This experimental study shows that this approach surpasses the state-of-the-art outcomes on all tasks by a 

significant margin. Our proposed technique is more efficient and much quicker than other graph partitioning 

algorithms. 

 

 

Table 2. Comparison of different model performance for MOT17 dataset 
Model Paper MOTA IDF1 MT ML FP FN 

Tracker-aware Bergmann et al. [36] 56.2% 54.9% 20.7 35.8 8866 235449 

JBNOT Henschel et al. [37] 52.6% 50.8% 19.7 35.8 31572 232659 

FAMNet Chu and Ling [38] 52.0% 48.7% 19.1 33.4 14138 253616 
eHAF Sheng et al. [39] 51.8% 54.7% 23.4 37.9 33212 236772 

NOTA Chen et al. [40] 51.3% 54.7% 17.1 35.4 20148 252,531 

FWT Henschel et al. [41] 51.3% 47.6% 21.4 35.2 24101 247921 
Time-aware CNN Brasó and Leal-Taixe [42] 64.0% 70.0% 648 362 6169 114509 

Proposed Our 69.0% 76.5% 191 115 757 52100 

 

 

4. CONCLUSION 

In conclusion, this research addressed the challenging problem of accurately recognizing human 

objects in various circumstances, particularly in the presence of occlusions. Using the MOT17 datasets, the 

study used an experimental methodology and suggested a GNN-based solution. The efficacy of the  

GNN-based neural solution in detecting humans, especially in situations when they are obscured, was proved 

by notable enhancements in efficiency when compared to traditional techniques. The acquired outcomes 

demonstrated better performance metrics in comparison to cutting-edge techniques, underscoring the 

possibility of the suggested strategy to improve human object recognition in difficult visual circumstances. It 

paves the way for future research that goes beyond extracting features for MOT jobs and instead focuses on 

incorporating learning into the process of total data correlation. This work is especially beneficial for 

detecting human objects in busy areas that are prone to frequent visual blockages due to obstacles or 

distracted environment. 
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