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 Cloud-hosted distributed systems are much more resilient to failure. 

Resilience is the key factor in avoiding cascading failures in microservice 

architectures, where circuit-breaker, retry, bulkhead, and rate-limiter patterns 

are implemented. Through the implementation of these patterns, availability 

and reliability factors can be greatly improved. Circuit-breaker emphasizes a 

fail-fast mechanism, so it is highly recommended. Although they are 

beneficial, some factors, such as configuration, need to be improved to 

increase the system's throughput. In this paper, an approach called auto retry 

circuit breaker (ARCB) is implemented, which is a modified version of 

existing patterns of circuit breaker, and it has been found that the throughput 

of the system can be increased by 36% when compared to the existing 

manual circuit breaker pattern. 
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1. INTRODUCTION 

Cloud computing has become popular due to its vast performance in distributed systems. The most 

prominent factors of distributed systems are flexibility in expanding the operations, capability in 

withstanding the failures, and its distributed content delivery both for a nominal user and for an organization 

[1]. In order to satisfy the demands of cloud based distributed systems, there formed an architectural pattern 

called microservice, which is specialized for its decentralized nature [2]–[4]. Although it is quite useful in 

developing suitable applications, they need to be concentrated towards its resiliency nature [5]. 

One of the most demanding factors for applications to survive in the field of cloud is their resilience 

nature. Fault or failure might lead an application into an unreliable state, further evolving as cascading failure 

[6]. Failures are usually classified into two categories; they are transient faults and non-transient faults. The 

faults that could recover by themselves can be called transient faults, whereas faults that require external help 

to recover can be called non-transient faults. It is stated that cloud-based environments usually suffer from 

transient faults. All the cloud application designs should focus on these fault-tolerant features, which could 

avoid cascading outages. The end users might not be sure whether they are connected to the system all the 

time due to the connection problem that exists in the network [7]. Whenever there is a problem with the 

network or the services, it is notified by the error messages such as status 500-internal server error, status 

503-service unavailable and status 504-gateway timeout errors [8]. The current developing trends of any 

application include this fault-tolerant model, stating that even though the application is successful it must be 

tolerant towards its failure cases. This feature decides the survival of the application in many cases [9]. 
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To survive the failures of applications, which are hosted in cloud-distributed systems, resilience 

patterns were used. The term resilience can be defined as the ability of the system to regain its original 

condition after an unpredicted degradation [10]. Resilience characteristic is achieved in a microservice 

architecture by using the patterns such as circuit-breaker, retry, bulkhead, and rate limiter patterns [11]–[13]. 

Out of all the patterns, the circuit breaker is the most often used technique. It is a type of recovery technique, 

which is used at the time of repeated failure to avoid cascading of failures [14]. The essential components of 

circuit breakers are their parameters (timeout, number of failures, failure threshold, and number of calls), states 

(closed, half-open and open), and the most important error handling method or alternate actions [15]–[17]. As 

shown in Figure 1, this pattern is similar to the circuit breaker switch pattern used in electrical applications. 

The second popular resiliency pattern is retry. This pattern does not include states such as circuit 

breakers. This pattern will exponentially or periodically bombard the application programming interface 

(API) with, request calls to the preferred service to get to know about the working of those services. The calls 

will be sent based on the number of retries specified in the configuration of the service [18]. As shown in 

Figure 2, this pattern is used for retrying the requests, based on the number of retries the user specifies which 

might lead to overhead issues, if not configured properly. 

 

 

 
 

Figure 1. Circuit breaker diagram [18] 

 

 

 
 

Figure 2. State diagram of retry pattern 

 

 

Even though these patterns are widely used, all these patterns are implemented with manual 

configurations. The developer without knowing the nature of transient failure conditions, a random value was 

configured in circuit breaker and retry pattern properties. This causes the problem of accelerated breaking 

and recoverability issues while using the wrong values in the waiting or open state of the service, which leads 

to poor performance of the service. The concept of circuit breaker is to isolate the service for a period of time 

to recover whenever it is down. In other cases, if services are working fine and the problem exists with the 

network, using the manual circuit breaker might be a bad idea because it makes the working service idle for a 

long period of time [19]. The retry pattern is one of the most used patterns in distributed cloud applications, 

for repeating tries [20], [21]. But the retry pattern with repeated retries also fails to solve the problem of 

resiliency and give a complete solution. The main objective of resiliency is to assure fault tolerance by 

increasing the availability and redeemability towards its failure state, during its execution. But the existing 

patterns with misconfigured values, fail to recognize the nature of failures. 

To overcome this problem, a novel approach called auto retry circuit breaker (ARCB) pattern is 

implemented. This pattern incorporates the states used in circuit breaker with a modification in addition to the 

timeout strategy. Here, the ARCB pattern incorporates an auto approach in spite of manual physical 

configuration and retries were done to check the functionality of the services. The objective of this pattern is to 

reduce the issues related to the throughput of the service, and the availability demand in the existing scenario.  
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2. PROPOSED ALGORITHM 

In the proposed algorithm, circuit breakers are automatically switched between states. The properties 

of existing circuit breakers are used and along with that time taken for request is calculated. The manual 

configurations are modified with respect to the time-taken strategy. The parameters used in the proposed 

algorithm are failure_count to count the number of failures, States which consists of two states such as closed 

and open, an initial value is set as closed, and limit, which is used to check the threshold value of failures. 

This proposed model comes with two phases. The first phase is done if the limit value does not exceed the 

failure limit. A closed-state algorithm is the first phase here. 
 

Algorithm 1. ARCB-closed state 
Step 1: Set 𝑓𝑎𝑖𝑙𝑢𝑟𝑒_𝑐𝑜𝑢𝑛𝑡 = 0 (count number of failures) 
Step 2: Set 𝑆𝑡𝑎𝑡𝑒 = 𝑐𝑙𝑜𝑠𝑒𝑑 (indicates whether it is closed or open) 

Step 3: Set 𝑙𝑖𝑚𝑖𝑡 as 𝑎𝑣𝑔_𝑙𝑖𝑚𝑖𝑡 (maximum failures allowed during closed state) 
Step 4: if 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒_𝑠𝑡𝑎𝑡𝑢𝑠 ==  𝑠𝑢𝑐𝑐𝑒𝑠𝑠 then return 𝑟𝑒𝑠𝑢𝑙𝑡_𝑜𝑓_𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 
            else if 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒_𝑠𝑡𝑎𝑡𝑢𝑠 ==  𝑓𝑎𝑖𝑙𝑢𝑟𝑒 then 𝑓𝑎𝑖𝑙𝑢𝑟𝑒_𝑐𝑜𝑢𝑛𝑡 = 𝑓𝑎𝑖𝑙𝑢𝑟𝑒_𝑐𝑜𝑢𝑛𝑡 + 1 and  
Step 5: execute fallback method 

Step 6: if 𝑓𝑎𝑖𝑙𝑢𝑟𝑒_𝑐𝑜𝑢𝑛𝑡 >=  𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑_𝑙𝑖𝑚𝑖𝑡 then  

a) Set 𝑆𝑡𝑎𝑡𝑒 = 𝑜𝑝𝑒𝑛 
b) Call ARCB-open  

Step 7: For each client requests that is received during the open state 

execute fallback method 
 

In the second phase of the algorithm, the State value is changed from closed to open, it uses an auto-

retry concept based on request time taken. Based on the obtained response time, the waiting time is 

calculated and the next request is retried by the system. The main role of this proposed method is creating 

lightweight requests by the system and sending them to the service, to know the status of the circuit breaker. 
 

Algorithm 2. ARCB-open 
Step 1: if 𝑆𝑡𝑎𝑡𝑒 == 𝑜𝑝𝑒𝑛, then find 𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑡𝑖𝑚𝑒 of the last request. 

Step 2: if 𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑡𝑖𝑚𝑒 >=  𝑎𝑣𝑒𝑟𝑎𝑔𝑒_𝑙𝑖𝑚𝑖𝑡 then generate auto request after (𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑡𝑖𝑚𝑒/2) 

        else if (𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑡𝑖𝑚𝑒 <= 𝑎𝑣𝑒𝑟𝑎𝑔𝑒_𝑙𝑖𝑚𝑖𝑡) then generate auto request after (
𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑡𝑖𝑚𝑒

2
) + 1 𝑚𝑠 

Step 3: if 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒_𝑠𝑡𝑎𝑡𝑢𝑠 ==  𝑠𝑢𝑐𝑐𝑒𝑠𝑠 then  
a) 𝑠𝑢𝑐𝑐𝑒𝑠𝑠_𝑐𝑜𝑢𝑛𝑡 = 𝑠𝑢𝑐𝑐𝑒𝑠𝑠_𝑐𝑜𝑢𝑛𝑡 + 1 
b) return 𝑟𝑒𝑠𝑢𝑙𝑡_𝑜𝑓_𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 

Step 4: if 𝑠𝑢𝑐𝑐𝑒𝑠𝑠_𝑐𝑜𝑢𝑛𝑡 is greater than 𝑠𝑢𝑐𝑐𝑒𝑠𝑠_𝑙𝑖𝑚𝑖𝑡 then 𝑠𝑡𝑎𝑡𝑒 = 𝑐𝑙𝑜𝑠𝑒𝑑 

 

Once the required service requests yield a successful response, the state value changes to closed. 

The algorithm for the closed state will perform its processing and reset all parameters to their initial values. 

Similarly, if the service yields an unsuccessful response or an error response, the state remains in an open 

state, and the auto-retry process will continue until it receives a successful response. 

 
 

3. METHOD 
This ARCB pattern was implemented in a microservice application, which includes two services 

such as product service and variant service. This microservice application was built using active server pages 

or ASP.Net core using C#. This is a simple microservice application, which gets a request from a client, 

querying the product details. Figure 3 explains the overall architecture of this microservice application. 

The request is forwarded to the product service through the API, and consecutively, the request is 

forwarded to the variant service from the product service to get the external details of the product, such as 

description, and price. The product service contains information such as product ID and name. Whereas the 

variant service consists of external information about the product such as its product ID, price, description, 

and expiration. The product service sends the request to the variant service with the input parameter product 

ID. If the product ID of the product service and the product ID of the variant service gets matched, the 

corresponding information is posted back to the client as a response. The libraries used to implement the 

circuit breaker are Polly libraries. Resilience patterns are implemented using these libraries [22]. The 

applications are hosted and deployed on Azure websites. Using Postman, API requests are generated and sent 

to the services. Postman specializes in creating hypertext transfer protocol (HTTP) requests and provides an 

option to save the request and response [23]. To control the path of data, a single gateway is used for all 

services [24]. The API involves a request that uses parameters as a querying entity to get some results from 

the service [25]. Both the existing circuit breakers and ARCB are implemented, and their performance is 

observed with the execution of these services. When compared with the existing pattern, the ARCB pattern 

duration is much faster than that of the circuit breaker pattern.  
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In this proposed concept of ARCB, the three states of the circuit breaker are reduced to two states. 

They are the combination of circuit breaker and retry patterns, where the retry operation with a modified 

algorithm is implemented in an open state. Here no manual parameters are required instead the requests are 

sent automatically based on the analyzed time duration of failed requests. Normal circuit breakers use the 

concepts of timeout and parameters set; the circuit breaker will start to function. The timeouts were 

calculated for both success and failure calls. Any request, that takes a long duration will eventually be 

considered to be a failure. So, we measure the time taken for each request. An average time is set for each 

request, if the given request takes greater than the average time then it is considered to be a failure. Figure 4 

explains the behavior of the ARCB pattern, which is modified from the existing circuit breaker pattern. 

 

 

 
 

Figure 3. Microservice application architecture 

 

 

 
 

Figure 4. State diagram of ARCB 

 

 

3.1.  Closed to open state 

Initially, ARCB will begin in a closed state. If all API request calls receive a successful response, 

the state will eventually be closed, as shown in Figure 5. If there is a problem with the duration of the 

response or failure response, the failure threshold will be increased. Once the failure threshold reaches its 

limits, the state is shifted to an Open state. In the Open state, the ARCB actual functioning is done by 

generating auto retries. 

Figure 6 shows the response received for a given request during the working of a closed state in the 

ARCB pattern. As per the given request, the details regarding the product are retrieved from the variant 

service. Based on the successful response obtained from variant service, the state remains closed. 

 

 

 
 

Figure 5. Sequential diagram of the closed state 
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Figure 6. Screenshot of the response received in a closed state 

 

 

3.2.  Open state 

During the open state, the API request from the client will not be forwarded to the required service. 

Instead, an error handling method or a fallback method is returned as a response to the client. Meanwhile, the 

ARCB will send auto requests to the required service, on the basis of the last request duration. The ARCB 

will check for the response, if they reach the average time or failure response again, the request is again 

retried after the specified number of seconds. In order to avoid the overloading of requests, the duration is 

measured. If the duration is greater than the average time then the next auto request will be forwarded at half 

the duration. If the duration of a request is less than the average time, but the response is a failure then the 

next auto request is forwarded at half plus the duration. While the state is open, the user's requests are 

ignored and in response to that, a fallback method will be executed for each request. Whereas, lightweight 

request calls are generated by the system and sent to the service. 

Figure 7 shows an error message from the screenshot, which is normally used at times of failure 

conditions when a circuit breaker is not used. It also noted that the state value remains closed, so the ARCB 

has not started its action, since the failure_counter has not reached its limits. If the failure_counter value 

exceeds the limit, state value is changed to open and ARCB comes in to action. 

 
 

 
 

Figure 7. Error screenshot using postman API 
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3.3.  Open to closed 

Once the auto requests are sent to the service, it returns either a successful response or a failed 

response. If the response status is a success, then the success counter is incremented. If the success_Counter 

values are greater than the prescribed limit, the state of the ARCB is changed to closed. When the ARCB is 

in a closed state, it behaves like an existing circuit breaker until the response time is within the specified 

time. During this state all the counter values are reset to zero. 

Till they get a successful response, the state will function in open mode, if they get a successful 

response then the success threshold will get increased. If they reach their success limits, then eventually they 

are moved to the closed state. And the values of the parameter will be reset to the initial value. The diagram 

from Figure 8, explains the processing of requests in the open state of ARCB. Similarly, Figure 9 presents a 

screenshot of the working state of the ARCB pattern in the closed state. 

 

 

 
 

Figure 8. Sequential diagram of an open state in ARCB 

 

 

 
 

Figure 9. Working of open state in ARCB 

 

 

4. RESULTS AND DISCUSSION 

The existing patterns of circuit breakers and the ARCB pattern were implemented in a microservice 

project, and the results were analyzed. When using circuit breaker patterns in the application, all the 

parameters are assigned initial values, and the response time is recorded during their failure states. Similarly, 

the ARCB was implemented without any manual configurations, and the responses were recorded. 
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In Table 1, an average of ten requests duration and their timings were noted in their failure states. 

The timing value proves that while using ARCB the duration of execution can be highly reduced due to this 

automation. The average value of the ARCB timings is 36% less when compared with the time duration 

obtained from manual service side circuit breaker. Similarly, Figure 10 represents an analysis of both circuit 

breaker and ARCB, which proves that execution duration of ARCB is faster when compared with the manual 

configuration of circuit breaker. 

 

 

Table 1. Average processing duration in circuit breaker and auto-retry circuit breaker 
Requests Manual CB average timings in ms ARCB average timings in ms 

1-10 172 55 

10-20 64 50 

20-30 13 13 
30-40 15 10 

40-50 38 18 

50-60 84 39 
60-70 67 35 

70-80 29 11 

80-90 77 40 
90-100 12 11 

 

 

 
 

Figure 10. Analysis of ARCB and circuit breaker time duration in ms 

 

 

5. CONCLUSION 

This paper proposes a new algorithm for improvising the fail-fast mechanism in existing circuit 

breaker. It also proposes the changes of manual parameters to auto generate requests in an open state. The 

main goal of this work is to reduce the concept of manual parameter values in the property section. Analysis 

is done by implementing ARCB and existing circuit breaker patterns in a microservice application. Results 

proved the efficiency of ARCB is 36% faster, when compared with the existing circuit breaker. In the future, 

the ARCB is planned to be expanded for both service mesh concept with side car policy, which is widely 

used in complex applications.  
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