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 The climatic conditions of a region are affected by multiple factors. These 

factors are dew point temperature, humidity, wind speed, and wind direction. 

These factors are closely related to each other. In this paper, the correlation 
between these factors is studied and an approach has been proposed for data 

imputation. The idea is to utilize all these features to obtain the prediction of 

the total cloud cover of a region instead of removing the missing values. 

Total cloud cover prediction is significant because it affects the agriculture, 
aviation, and energy sectors. Based on the imputed data which is obtained as 

the output of the proposed method, a machine learning-based model is 

proposed. The foundation of this proposed model is the bi-directional 

approach of the long short-term memory (LSTM) model. It is trained for 8 
stations for two different approaches. In the first approach, 80% of the entire 

data is considered for training and 20% of the data is considered for testing. 

In the second approach, 90% of the entire data is accounted for training and 

10% of the data is accounted for testing. It is observed that in the first 

approach, the model gives less error for prediction. 
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1. INTRODUCTION  

The climate of a region directly affects human life in many ways. The significance of predicting 

climate parameters like wind speed, dew point temperature, and cloud cover helps us in determining and 

planning crop yield. The energy and aviation sectors also benefitted from the predictions. Cloud cover of a 

place helps predict the rainfall and sunshine duration which leads to better planning of solar energy 

initiatives. The cloud cover also affects visibility which is a very significant factor for airline operations. The 

prediction of cloud cover is influenced by various factors like rainfall, wind speed, and direction, and vapor 

pressure. The unit of measurement of cloud cover is oktas.  

In Maharashtra, the climate varies significantly from one region to another. The different regions of 

Maharashtra are Vidarbha, Marathwada, Konkan, and Madhya Maharashtra. The state experiences heavy 

cloud cover in some parts during certain months and also experiences low to negligible cloud cover during 

other months in different regions. Since agriculture is the main occupation of Maharashtra, it is important to 

predict the cloud cover so that rainfall can be determined and proper water management can be done. Some 

regions experience severe drought conditions due to lack of rainfall whereas some regions experience floods 

due to excessive rainfall [1]. Over the last few years, machine learning techniques have become widely 

popular due to their application to a large number of environmental causes [2]. It is used for the prediction of 
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drought, and rainfall prediction [3], [4]. Water level prediction can also be done with good accuracy using 

deep learning algorithms [5]. The amount of rainfall a particular region receives can be decided by predicting 

the cloud cover of that region.  

Cloud cover determines how much the sun is obstructed by clouds. This helps in solar plant 

operation. Cloud motion vectors are used for forecasting solar radiation [6]. Tracking of the cloud is done 

using binary cross-correlation. Along with this, the maximum cross-correlation technique is utilized. Quality 

control is done by measuring the vectors for incorrectly detected motions. Assessment of cloud cover is also 

done in numerical weather prediction by researchers [7]. A new facility was introduced which conceals the 

sunburn effect present in the background. Detection of thin clouds is better when using this method with 

artificial neural network (ANN) [8]. To determine the cloud over a particular region, satellite images are also 

used. The data set created uses satellite images for the classification of cloud patches [9]. Convolution neural 

network (CNN) along with data augmentation and regularization was used. The satellite images were also 

used for predicting the movement of clouds using neural networks [10]. Further deep-learning techniques are 

also used to classify cloudy or clear skies using images [11]. Various deep-learning techniques are applied to 

these satellite images for forecasting [12]–[15].  

This paper consists of five sections. Section 2 consists of the proposed framework. It describes the 

proposed data imputation method and the proposed model. Section 3 is the method section which includes 

the dataset details and data handling techniques. Section 4 describes the results and discussion which consists 

of the tables and their description. Section 5 is the conclusion section which describes the summary of the 

overall work done in this research. 

 

 

2. PROPOSED FRAMEWORK 

The proposed framework is based on machine learning which emphasizes learning by identifying 

the pattern of the data. The framework consists of data imputation and model building. Figure 1 shows the 

proposed framework. The proposed data imputation method eliminates the need for deletion of rows 

containing missing values thereby preserving the size of the dataset. It uses iterative and k-nearest neighbors 

(KNN) imputation. The proposed model is deep learning based which uses the principle of long short-term 

memory. It consists of small memory units that can handle data in the time series format and also pass the 

information bi-directionally. The idea behind this proposed framework is to utilize the entire data that is 

available and build a model that gives less prediction error. 

 

 

 
 

Figure 1. Proposed framework 

 

 

3. METHOD  

To obtain the prediction, in this research the dataset has been acquired from the India 

Meteorological Department, Pune, Maharashtra, India [16]. The dataset consists of 8 stations namely: 

Akola, Nagpur, Chikalthana, Parbhani, Colaba, Ratnagiri, Kolhapur, and Parbhani. The different features 

that are included here are mean sea level pressure (MMSLP), mean dew point temperature (MDPT), mean 

relative humidity (MRH), mean vapor pressure (MVP), mean total cloud (MTC), total mean rainfall 

(TMRF), mean wind speed (MWSP) and the directions of wind: north (N), south (S), north east (NE), 

south east (SE), east (E), west (W), south west (SW), north west (NW). The raw data is analyzed and it is 
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found that there exist some missing values. These are handled using data imputation techniques which are 

described in the next section. The resultant is the imputed data which is further scaled. The necessity of 

scaling arises because different features are measured in different units. Some of them are measured in 

percentage, millimeters, and kilometers per hour. The data then further needs to be trained and tested. The 

machine learning model takes this time series data as input [17], [18]. Figure 2 represents the steps 

followed for handling the data. 

 

 

 
 

Figure 2. Data handling 

 

 

3.1.  Data imputation 

The missing values are predicted using data imputation techniques [19]–[25]. To predict the mean 

total cloud cover of a region, it is important to understand how the features influence the target variable. In 

this proposed data imputation method, this influence is studied by understanding the correlation between 

them [26]. To determine the correlation, the concept of heatmap is used [27]. A heatmap is a visual 

representation of the different features. It uses a color-coding scheme to show the correlation. The most 

correlated features are combined into one group and the less correlated features are put in another group as 

mentioned in Figure 1. In the proposed method, iterative imputer is applied to features of the first group 

whereas the second group of features uses KNN imputer [28]. Table 1 represents these features for different 

stations. It is observed that for all 8 stations, there are some common most correlated and some common least 

correlated features. 

 

 

Table 1. Most and least correlated features 
Station Most correlated features Least correlated 

features 

Ratnagiri MDPT, MRH, MVP, MTC, MWSP, MMSLP, TMRF, W, SW, N, E, SE, NW S, NE 

Akola TMRF, MVP, MRH, MTC, MDPT, MMSLP, MWSP, W, SW, E, NE, NW N, S, SE 

Chikalthana MMSLP, MDPT, MRH, MVP, MTC, MWSP, TMRF, W, SW, N, E, NE, SE, NW S 

Parbhani MDPT, MRH, MVP, TMRF, MWSP, MTC, MMSLP, W, SW, E, NE, NW N, S, SE 

Kolhapur MDPT, MRH, MVP, MTC, TMRF, MMSLP, MWSP, W, SW, E, NE, SE N, S, NW 

Nashik MDPT, MRH, MVP, TMRF, MMSLP, MTC, MWSP, W, SW, E, NW, SE, NE N, S 

Colaba MDPT, MRH, MVP, TMRF, MMSLP, MTC, MWSP, W, SW, N, E, NE, SE, NW S 

Nagpur MDPT, MRH, MVP, TMRF, MMSLP, MTC, N, E, W, SW, NW, NE, SE S 

 

 

3.2.  Model building 

In this proposed model, first, the data needs to be arranged in a time series format. The conversion 

of data into time series is an important aspect here. Time step, feature, and batch size are used as input, 

and output is based on values of features at previous timesteps along with current state values. Figure 3 

represents the proposed model. The basis of the proposed model is bi-directional long short-term memory 

(LSTM) of deep learning [29]–[32]. The benefit of using this model is that the information stored in the 

cell is used for future processing. It is a bidirectional model where the processing is sequential and consists 

of two LSTMs: one will take the input in the forward direction and the other will take it in the backward 

direction. Training of both LSTM models is done considering the training testing split for 80%-20% and 

90%-10%. 

The number of layers used in this proposed model are 3 and to validate the results, mean square 

error (MSE), root mean square error (RMSE), and mean absolute error (MAE) are used [33], [34]. The 

proposed model is a sequential model created by stacking each layer one by one. There are 3 layers: two 

bi-directional layers and a dense layer. The first bi-directional layer allows the simultaneous processing of 

input sequences in both directions. The output of this layer goes to the second bi-directional layer which 

again processes it in both directions. The dense layer is the last layer which gives a single output for each 

input. 
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Figure 3. Proposed model 

 

 

4. RESULTS AND DISCUSSION  

The model is trained for various epochs: 100, 200, 300, 500, 800, and 1,000 for two different 

approaches. In the first approach, the model is trained by taking 80% of the data and tested using the 

remaining 20% of the data. In the second approach, the model is trained by taking 90% of the data and tested 

on 10% of the data. The model performance is evaluated by considering the MSE, RMSE, and MAE. 

 

4.1.  Model performance evaluation using MSE  

For the evaluation of the models, the mean squared error is used. In (1) represents the average of 

values of the squared difference between actual (𝑦𝑖) and predicted values (ŷ𝑖). 

 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑛

𝑖=1 𝑦𝑖– ŷ𝑖) (1) 

 

Table 2 represents the MSE values of different stations for different epochs considering the first 

approach where the model training for 80% of data and testing of 20% of data. It is observed that the model 

gives less MSE value for 500 epochs for Akola, Chikalthana, and Kolhapur. For Ratnagiri and Nagpur, 100 

epochs give less MSE. For Parbhani, Nashik, and Colaba the MSE values are less in the 200, 800, and 1,000 

epochs respectively.  

 

 

Table 2. MSE values for 80% training data-20% testing data 
Epochs 100 200 300 500 800 1000 

Ratnagiri 0.0276733 0.0276801 0.0285312 0.0289139 0.0293265 0.0290827 

Akola 0.0005606 0.0005514 0.0005319 0.0005153 0.0005424 0.0005555 

Chikalthana 0.0290094 0.0302561 0.0288897 0.0288534 0.0298026 0.0302239 

Parbhani 0.0010222 0.0009553 0.0010082 0.0009991 0.0010242 0.0009699 

Kolhapur 0.0017716 0.0017656 0.0017424 0.0017085 0.0017338 0.0017163 

Nashik 0.0070312 0.0069630 0.0068431 0.0066161 0.0066138 0.0065996 

Colaba 0.0013896 0.0011890 0.0012261 0.0012615 0.0012140 0.0011141 

Nagpur 0.0120946 0.0136935 0.0129138 0.0146175 0.0132889 0.0146835 

 

 

Table 3 represents the MSE values for the second approach when the model is trained considering 

90% data and tested at 10% data. The MSE values are less than 100 epochs for Ratnagiri, Akola, and Nagpur 

stations. For Chikalthana station, 500 and for Colaba station 300 epochs give less MSE. For 200 epochs 

Parbhani, Kolhapur and Nashik stations give less MSE values. Table 4 shows which approach gives the least 

MSE values and the epoch number. Except for Parbhani and Colaba stations, all stations give good 

predictions for the first approach when 80% of data is used for training. 
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Table 3. MSE values for 90% training data-10% testing data 
Epochs 100 200 300 500 800 1,000 

Ratnagiri 0.0291420 0.0294234 0.0305199 0.0302947 0.0310176 0.0306762 

Akola 0.0005312 0.0006283 0.0005633 0.0005318 0.0006953 0.0007747 

Chikalthana 0.0333911 0.0348839 0.0329928 0.0327869 0.0332216 0.0341873 

Parbhani 0.0009351 0.0008068 0.0009174 0.0008620 0.0008469 0.0008114 

Kolhapur 0.0021738 0.0020500 0.0020541 0.0021518 0.0021635 0.0021426 

Nashik 0.0129962 0.0118727 0.0125976 0.0121322 0.0119440 0.0119992 

Colaba 0.0012000 0.0010356 0.0010237 0.0010360 0.0010376 0.0011377 

Nagpur 0.0139544 0.0155561 0.0146445 0.0144931 0.0151378 0.0162803 

 

 

Table 4. Least MSE values 
Stations Least MSE value Training-Testing Split Epoch Number 

Ratnagiri 0.0276733 80%-20% 100 

Akola 0.0005153 80%-20% 500 

Chikalthana 0.0288534 80%-20% 500 

Parbhani 0.0008068 90%-10% 200 

Kolhapur 0.0017085 80%-20% 500 

Nashik 0.0066138 80%-20% 800 

Colaba 0.0010237 90%-10% 300 

Nagpur 0.0120946 80%-20% 100 

 

 

4.2.  Model performance evaluation using RMSE  

The root mean squared error is represented by (2). The RMSE values by changing the number of 

epochs is shown in Table 5. The model is trained considering 80% of data and tested at the remaining 20% of 

data.  

 

𝑅𝑀𝑆𝐸 = √ 
1

𝑛
∑ (𝑛

𝑖=1 𝑦𝑖– ŷ𝑖)2 (2) 

 

Ratnagiri and Nagpur stations show less RMSE value for 100 epochs. For 500 epochs, Akola, 

Chikalthana and Kolhapur stations show less RMSE. Parbhani station shows less RMSE for 200 epochs, 

Nashik station shows less RMSE value for 800 epochs and Colaba station shows less RMSE for 1,000 

epochs. Table 6 depicts the RMSE values for 90% of training data and 10% of testing data. RMSE values are 

less for 100 epochs for Ratnagiri, Akola, and Nagpur. For Chikalthana station 500 epochs and for Colaba 

station 300 epochs give less RMSE. For 200 epochs, low RMSE values are shown for Parbhani, Kolhapur, 

and Nashik stations. Table 7 shows the epoch numbers and the approach where the least RMSE values are 

obtained. Colaba and Parbhani stations give low RMSE values for the second approach where 90% of data is 

used for training, the rest of the stations give less RMSE for the first approach where 80% of data is used as 

training data. 

 

 

Table 5. RMSE values for 80% training data-20% testing data 
Epochs 100 200 300 500 800 1000 

Ratnagiri 0.1663531 0.1663734 0.1689120 0.1700409 0.1712499 0.1705367 

Akola 0.0236785 0.0234837 0.0230634 0.0227012 0.0232896 0.0235708 

Chikalthana 0.1703214 0.1739428 0.1699698 0.1698631 0.1726345 0.1738504 

Parbhani 0.0319722 0.0309094 0.0317524 0.0316090 0.0320033 0.0311436 

Kolhapur 0.0420904 0.0420197 0.0417429 0.0413348 0.0416389 0.0414293 

Nashik 0.0838524 0.0834446 0.0827233 0.0813397 0.0812258 0.0812381 

Colaba 0.0372777 0.0344825 0.0350163 0.0355188 0.0348427 0.0333789 

Nagpur 0.1099754 0.1170193 0.1136392 0.1209029 0.1152775 0.1211758 

 

 

Table 6. RMSE values for 90% training data-10% testing data 
Epochs 100 200 300 500 800 1000 

Ratnagiri 0.1707103 0.1715326 0.1746996 0.1740538 0.1761183 0.1751462 

Akola 0.0230494 0.0250678 0.0237359 0.0230612 0.0263686 0.0278347 

Chikalthana 0.1827323 0.1867723 0.1816392 0.1810715 0.1822681 0.1848983 

Parbhani 0.0305805 0.0284058 0.0302889 0.0293614 0.0291015 0.0284862 

Kolhapur 0.0466248 0.0452776 0.0453232 0.0463883 0.0465137 0.0462883 

Nashik 0.1140010 0.1089621 0.1122392 0.1101463 0.1092887 0.1095409 

Colaba 0.0346411 0.0321809 0.0319963 0.0321879 0.0322122 0.0337305 

Nagpur 0.1181291 0.1247243 0.1210148 0.1203875 0.1230361 0.1275946 
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Table 7. Least RMSE values 
Station Least RMSE value Training-testing split Epoch number 

Ratnagiri 0.1663531 80%-20% 100 

Akola 0.0227012 80%-20% 500 

Chikalthana 0.1698631 80%-20% 500 

Parbhani 0.0284058 90%-10% 200 

Kolhapur 0.0413348 80%-20% 500 

Nashik 0.0812258 80%-20% 800 

Colaba 0.0319963 90%-10% 300 

Nagpur 0.1099754 80%-20% 100 

 

 

4.3.  Model performance evaluation using MAE  

The mean absolute error is described using (3). The MAE values are shown for different stations 

in Table 8, 80% of the entire training set is taken for training and the remaining 20% is taken for data 

testing. 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑛

𝑖=1 𝑦𝑖– ŷ|2 (3) 

 

Less MAE values are obtained for 500 epochs for Kolhapur and Nashik stations. For 100 epochs 

Chikalthana, Parbhani, and Nagpur give less MAE values. For 300 epochs, Akola station gives less MAE. 

Colaba and Ratnagiri station gives less MAE for 1,000 epochs. Table 9 shows the MAE values when 90% of 

training data is considered and 10% of testing data is considered. MAE values are less for 200 epochs for 

Parbhani and Kolhapur stations. For 100 epochs less MAE value is obtained for the Akola region. For 500 

epochs Nashik, Colaba, and Nagpur regions have less MAE. For Ratnagiri and Chikalthana stations, less 

MAE is obtained for 800 epochs. Table 10 shows the epoch numbers where the least MAE values are 

obtained and also the approach used. Except for the Akola station, all stations give less MAE values when 

80% of data is used for training. 

 

 

Table 8. MAE values for 80% training data-20% testing data 
Epochs 100 200 300 500 800 1,000 

Ratnagiri 0.0689868 0.0678983 0.0660602 0.0655668 0.0657325 0.0644902 

Akola 0.0142865 0.0148944 0.0135877 0.0175612 0.0140383 0.0151419 

Chikalthana 0.1288641 0.1295586 0.1333525 0.1310643 0.1308458 0.1290380 

Parbhani 0.0220812 0.0237574 0.0238507 0.0239057 0.0249565 0.0241586 

Kolhapur 0.0303300 0.0303221 0.0299984 0.0290924 0.0303035 0.0298363 

Nashik 0.0379222 0.0383146 0.0378659 0.0376852 0.0384562 0.0381444 

Colaba 0.0267135 0.0254817 0.0246748 0.0255479 0.0255461 0.0244953 

Nagpur 0.0689747 0.0822926 0.0806480 0.0913560 0.0731328 0.0899981 

 

 

Table 9. MAE values for 90% training data-10% testing data 
Epochs 100 200 300 500 800 1000 

Ratnagiri 0.0755583 0.0731435 0.0696919 0.0707707 0.0673403 0.0704220 

Akola 0.0129672 0.0184834 0.0154448 0.013813 0.0210741 0.0233999 

Chikalthana 0.1413201 0.1419384 0.1448822 0.1406412 0.140016 0.1434573 

Parbhani 0.0231625 0.0221151 0.0232333 0.0227556 0.0224511 0.0222715 

Kolhapur 0.0356100 0.0332673 0.0336692 0.0360381 0.0358249 0.0352319 

Nashik 0.0504187 0.0484206 0.0494217 0.0478641 0.0489036 0.0489545 

Colaba 0.0263760 0.0251136 0.0222471 0.0247312 0.0246646 0.0267234 

Nagpur 0.0680398 0.08949838 0.0842604 0.0707163 0.0841946 0.0962322 

 

 

Table 10. Least MAE values 
Station Least MAE value Training-Testing Split Epoch Number 

Ratnagiri 0.0644902 80%-20% 1,000 

Akola 0.0129672 90%-10% 100 

Chikalthana 0.1288641 80%-20% 100 

Parbhani 0.0220812 80%-20% 100 

Kolhapur 0.0290924 80%-20% 500 

Nashik 0.0376852 80%-20% 500 

Colaba 0.0244953 80%-20% 1000 

Nagpur 0.0689747 80%-20% 100 
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5. CONCLUSION  

The machine learning-based model used to predict the cloud cover in different regions of 

Maharashtra depends immensely on the data because it is used for learning the pattern. The correlation-based 

data imputation method proposed here gives the most correlated and least correlated features. The direction 

of the wind in south (S) is the least correlated feature which is common to all the 8 stations. The remaining 

features apart from certain wind directions are mostly correlated to each other for all the stations. Iterative 

imputer replaces the missing values by repeatedly iterating over the most correlated features and KNN 

imputer uses least correlated features to replace the missing values using it is nearest neighbors. The imputed 

data is scaled and split for training and testing. The model is built by considering a two-way approach to 

information flow. The model runs for multiple epochs to give the least MSE, RMSE, and MAE values. The 

comparison is done for 8 stations based on the two approaches used. It is observed that the model trained at 

80% and tested at 20% has the least MAE, RMSE, and MSE values for most of the stations as compared to 

the model trained at 90% and 10%. 
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