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 Modern agriculture has been fascinated by various advancements in 

agriculture and the processing of foods and supply management that 

provision farmers to improve production. The health of plants is essential to 

improve production and economic growth. Diseases in plants can affect 

production and create a rigorous impact on the quality and create a hazard to 

food safety. Hence, detecting and classifying plant leaf diseases is essential 

to prevent the disease spread across the plants in the agriculture field and to 

improve productivity. The researchers in existing frameworks utilized 

artificial intelligence and machine learning techniques to demonstrate 

noteworthy solutions. However, a few issues exist related to noises in the 

images, hyperparameter selection problems, and over-fitting problems that 

influence prediction accuracy. The proposed model jellyfish ResNet 

(JF-ResNet) works well to achieve a better accuracy level by incorporating 

jellyfish optimized ResNET for tomato plant leaf disease identification and 

classification. The performance metrics such as accuracy, specificity, 

sensitivity, and F1-Score is used to evaluate the performance of the 

JF-ResNet model. The proposed model achieves 97.3% accuracy, 95.3% 

sensitivity, 96.1% specificity, 96.9% recall, 96.4% precision and 97.1% 

F1-Score. 
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1. INTRODUCTION 

Plant leaf disease is the primary cause that creates an impact on quality and production. The demand 

for productivity is rising due to the current population. High quality and quantity are the major concerns of 

the farmers to increase economic growth [1]. Plant protection is very important for the farmers which creates 

a high impact on production. Identification of plant leaf disease is essential to protect and prevent diseases 

spread across numerous plants [2]. Early detection of plant leaf diseases allows proper treatment and 

prevention to further spread of the disease across healthy plants [3]. Farmers can take necessary steps to 

manage by implementing appropriate treatments to cure the disease-affected plants. More than 60% yield 

failure is reported due to bacterial, virus, and fungal infections during harvesting [4]. Technology and its 

advancement facilitate researchers to utilize appropriate artificial intelligence (AI) models to detect and 

classify plant leaf diseases [5]. Machine learning and deep learning algorithms are becoming key tools to 

https://creativecommons.org/licenses/by-sa/4.0/


Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 An intelligent deep residual learning framework for tomato plant leaf disease… (Gangadevi Ezhilarasan) 

3169 

diagnose the quality of plants or to identify and classify plant leaf diseases. Early detection of disease-

affected plants is necessary to reduce the maintenance cost [6]. Hence plant disease detection and 

classification model is important which produces better accuracy results [7]. In recent years, artificial 

intelligence-based classification frameworks were applied by researchers to obtain plant pictures and apply 

image processing and machine learning algorithms to classify the type of disease the plant gets affected [8]. 

The AI-based plant leaf disease detection and classification gives prominent results, hence the improvement 

of accuracy to classify the type of disease is important [9], [10]. Various machine learning models are used 

for classifying the tomato plant leaf disease; however, few algorithms fail to obtain high-accuracy results due 

to the size of the datasets and due to hyperparameter problems [11]. To improve the accuracy level and avoid 

hyperparameter issues, many optimization approaches are used to fine-tune the hyperparameters to get better 

classification results [12]. Metaheuristic optimization algorithms are mainly used to improve the 

classification results to improve the convergence rate and to obtain optimal results [13]. The proposed work 

uses the deep neural network ResNet for the detection and classification of tomato plant leaf disease. The 

jellyfish optimization algorithm is used to optimize the ResNet to improve classification results and to fine-

tune the parameters applied to the algorithm. The preprocessing techniques are used to improve the quality of 

image segmentation, labeling, and noise removal. The preprocessed images are fed as input to ResNet model 

for the detection of plant leaf diseases and classify based on the disease type. The main contribution of the 

proposed work is as follows: 

a. Detection and classification of tomato plant leaf disease using JF-ResNet model. 

b. Plant village datasets are used to train and test the model for the detection and classification of tomato 

plant leaf disease. 

c. Preprocessing the obtained image is used to improve the quality and enhance the classification result by 

feature extraction, segmentation and noise removal mechanism. 

d. Jellyfish optimization algorithm is used to solve hyperparameter problem and to improve the convergence 

rate in order to get better accuracy results. 

e. The performance metrics like accuracy, sensitivity, specificity and F1-Score to evaluate the JF-ResNet 

model. 

 

 

2. LITERATURE REVIEW 

Rao et al. [14] produced a deep learning method to identify grape leaf and mango leaf with the 

support of transfer learning. They have used a large dataset of leaf images which are trained to detect the 

presence of diseases by a deep convolutional model neural network. To acquire the features and classify the 

type of leaf diseases by pre-trained AlexNet and achieved an accuracy of 99% for grape leaf and 89% for 

mango leaf. Liu et al. [15] followed a deep convolutional kind of neural network for identifying apple leaf 

diseases. The AlexNet architecture is used in this study to recognize four different categories of apple leaf 

diseases with 40 epochs and a 0.01 learning rate with the optimization algorithm. This model achieved 

97.62% accuracy while testing the images from the datasets. 

Arsenovic et al. [16] introduced techniques to overcome the drawbacks of deep learning-based 

techniques for identifying plant diseases. Many augmentation techniques were applied and to rise the size of 

the datasets generative adversarial networks (GAN) architecture was applied. The proposed model achieved 

93.67% accuracy with self-captured images. Khan et al. [17] applied a deep learning methodology for 

analyzing as well as detecting apple leaf diseases. Different layers with corresponding output shapes were 

applied with suitable parameters for fine-tuning the model. You look only once v4 (YOLO v4), faster region-

based convolutional neural network (RCNN), and EfficientDet methods were applied with different 

hyperparameters and achieved 87.9% accuracy with a precision of 88%, recall of 82%, and F1-Score of 85%. 

Performance comparison was also made with different classification models. 

Chakraborty et al. [18] proposed a deep learning structure that followed VGG16, VGG19, 

MobileNet, and ResNet 50 and fine-tuned VGG16 architectures used in the plant village dataset and attained 

an accuracy of 97.89%. Training loss with validation loss is also calculated for all the architectures used. 

Doh et al. [19] proposed a deep learning framework using DenseNet for the detection of four varieties of 

citrus diseases. The validation is carried out using a smaller-sized dataset and divided the leaves of the citrus 

plant into 4 types with disease variety and one type with healthy leaves. The approach uses transfer learning 

for validation and showed an accuracy result of 92%, an F1-Score of 95%, and a 98.8% of area under the 

ROC curve (AUC) score. 

For reason that the drawbacks of existing optimization methods, the meta-heuristic optimization 

approach for attempting combinatorial optimization problems was developed. Meta-heuristic algorithms are 

focused on the best optimization algorithms, where they take many advantages like resilience, performance 

reliability, simplicity, ease of implementation, and many more. Meta-heuristic algorithms are separated into 

several groups, including evolutionary-based algorithms based on evolutionary theory and Swarm-based 
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algorithms based on social behavior and many decision-making of a variety of social groups. The aim for 

attaining a specific objective in these algorithms is naturally built on bio-community intelligence and 

cooperative action. 

 

 

3. METHOD 

3.1.  Convolutional neural networks 

Convolutional neural networks (CNNs) are among the most significant deep learning techniques and 

are frequently used in a variety of computer vision applications. A CNN typically has three primary layers: 

the convolution layer, the pooling layer, and the fully connected layer, each of which has a specific function. 

These three layers work together to create structures that are based on CNNs. The backpropagation method 

and the loss function with the proper response are used to train the network output [20]. This kind of network 

is trained using backpropagation, which is then utilized to modify the network's parameters. Below is a 

description of each layer: 

a. Convolution layer: In this layer, the CNN convolves the input picture and the middle feature maps using 

various kernels to produce various feature maps. 

b. Pooling layer: After a convolutional layer, the pooling layer is typically added. It can minimize the size of 

feature maps and network parameters. The Max-pooling function and the Average-pooling function are 

the most widely used implementations. 

c. Fully connected layer: The fully connected layer enables us to display the network's output as a vector 

with a predetermined size. Typically, this vector is employed for classification. The fact that this kind of 

layer has so many parameters is a major issue. 

As a result, training comes at a very high processing cost. In this work, three fully linked output 

nodes are considered for classification, which uses the SoftMax activation function to generate a probability 

for the output class [21]. The following defines the SoftMax activation function for class I. 

 

𝑆𝑀(𝑥)𝑖 =
exp (𝑥𝑖)

∑ exp(𝑥𝑗)
𝑛  
𝑗=1

 (1) 

 

Here, 𝑥 is an input vector of a soft max function SM which contains n elements. 𝑥𝑖  is the i-th element of input 

vector. exp (𝑥𝑖) is the exponential function for 𝑥𝑖  . ∑ 𝑒𝑥𝑝(𝑥𝑗)
𝑛  
𝑗=1  is a normalization term that verifies the 

values of output vector 𝑆𝑀(𝑥)𝑖 . n- is the number of possible outcomes. A loss function that can determine 

the classification error is necessary for training the model. The categorical cross-entropy loss function is one 

of the well-known loss functions in classification [22]. A value between 0 and 1 is used to determine how 

well a classification model is doing. 

 

𝐿𝑜𝑠𝑠 = −
1

𝑁
 [∑ [𝑡𝑘 log(𝑝𝑘) + (1 − 𝑡𝑘) log(1 − 𝑝𝑘)]]

𝑁
𝑘=1  (2) 

 

Here, for total 𝑁 datapoints, 𝑡𝑘 is the truth value considering value 0 or 1 and 𝑝𝑘 is the SoftMax probability 

for the ith data point. 

 

3.2.  ResNet  

The key innovation of the ResNet architecture is the introduction of "residual connections", which 

allow for the training of much deeper neural networks than was previously possible. Residual connections 

involve adding skip connections that bypass one or more layers of the network, allowing information to flow 

directly from one layer to another [23]. This approach addresses the issue of vanishing gradients that can 

occur in very deep neural networks, where gradients can become too small to propagate through the layers 

during training, making it difficult to learn the desired features. With residual connections, the gradients can 

flow through the network more easily, allowing for deeper and more accurate models to be trained. Figure 1 

represents the architecture of the ResNet approach. Without affecting the performance of the model, the 

ResNet architecture helps to skip the layers of the model. 

ResNet architectures typically have many layers, with some of the most commonly used variants 

having over 100 layers. The original ResNet paper introduced several variants of the architecture, including 

ResNet-18, ResNet-34, ResNet-50, ResNet-101, and ResNet-152, with each variant having a different 

number of layers. Residual network is an innovative method which had changed the training of deep 

convolutional networks for computer related tasks. ResNet uses batch normalization to adjust the input layer 

to make the network to perform better. It identifies the network to protect from gradient problem.  



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 An intelligent deep residual learning framework for tomato plant leaf disease… (Gangadevi Ezhilarasan) 

3171 

 
 

Figure 1. ResNet architecture 
 

 

3.3.  JellyFish algorithm 

Chou and Truong in 2020 [24] had recently developed an algorithm known as the jellyfish search 

optimizer. This strategy was developed in considering the behavior of artificial jellyfish in ocean currents. 

The jellyfish adjusts to all temperature ranges and the diverse shapes, sizes, and colors found in this planet. 

Their approaches to prey are also different. Their bottom portion, which resembles an umbrella, aids in this 

movement by forcing the water outward in order to advance. The jellyfish bloom is another name for the 

jellyfish mass [25]. When favorable conditions, such as the availability of air, food, and temperature, are 

present, a swarm will be formed. 

The population of jellyfish is given as (3). 
 

𝐽𝐹 = {𝐽𝐹1, 𝐽𝐹2,…𝐽𝐹𝑛} (3) 

 

Here, n-is the population size of the jellyfish. Each of the jellyfish is considered as DV-dimensional vector as 

(4), 
 

𝐽𝐹𝑘 = (𝑗𝑓𝑘,1, 𝑗𝑓𝑘,2, … 𝑗𝑓𝑘,𝑑𝑣) (4) 

 

Each element 𝑗𝑓𝑘,𝑑𝑣 is the dv-th dimension of kth jellyfish where DV=1, 2, … dv. To avoid slow 

convergence, the population of jellyfish is not initialized with random values. The logistic map, a chaotic 

map is used for initializing the population [26]. It is shown as (5). 

 

𝐽𝐹𝑘+1 =  𝜔𝐽𝐹𝑘 (1 − 𝐽𝐹𝑘), 0 <  𝐽𝐹0 < 1  (5) 

 

where 𝜔 is 4.0, 𝐽𝐹𝑘 refers the location of the kth jellyfish based on logistic chaotic value and 𝐽𝐹0 is the 

jellyfish where 𝐽𝐹0 𝜖 [0, 1] for the initial population. The nutrients present in the ocean current is attracted by 

the jellyfish. The direction of the ocean current is given by (6), (7).  

 

�⃗� 𝑑𝑖𝑟 = 𝐽𝐹∗ − 𝐴𝑐
∑ 𝐽𝐹𝑘

𝑛
 (6) 

 

�⃗� 𝑑𝑖𝑟 = 𝐽𝐹∗ − 𝑟𝑎𝑛𝑑(0, 1) ∗ 𝛾 ∗ 𝜇 (7) 

 

Jellyfish with current best is represented as 𝐽𝐹∗. 𝐴𝑐 is for attraction governing feature. Location of jellyfish 

population is denoted as 𝜇. 𝛾 is the distribution co-efficient which is greater than 0 and equal to 3. The new 

location of jellyfish at time t+1 is given by (8), (9). 

 

𝐽𝐹𝑘
𝑡+1 = 𝐽𝐹𝑘

𝑡 + rand (0, 1) * �⃗� 𝑑𝑖𝑟  (8) 

 

𝐽𝐹𝑘
𝑡+1 = 𝐽𝐹𝑘

𝑡 + rand (0, 1) * (𝐽𝐹∗ − 𝑟𝑎𝑛𝑑(0, 1) ∗ 𝛾 ∗ 𝜇) (9) 

 

Active motion or passive motion are performed by jellyfish. They will always start with passive motion 

which is based on its own location, and they update them with active motion [27]. The updated location is 

represented as (10). 

 

𝐽𝐹𝑘
𝑡+1= 𝐽𝐹𝑘

𝑡 + 𝛼 ∗ rand (0, 1) ∗ 𝑈𝑃𝐵𝑆𝑆 − 𝐿𝑂𝐵𝑆𝑆    (10) 
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Here, 𝑈𝑃𝐵𝑆𝑆  denoted upper bound search space and 𝐿𝑂𝐵𝑆𝑆 denotes lower bound search space [12]. 𝛼 refers to 

the motion co-efficient which is greater than 0 and found as 0.1. 

 

 

4. NOVEL JF-RESNET FOR HYPERPARAMETER OPTIMIZATION 

The proposed method used the Plant Village dataset to measure the performance and to classify the 

tomato plant leaf diseases. The total number of leaf images in this dataset are 54,303. Totally, 3,521 images 

are used for training and testing. MATLAB 2016A is used to implement the JFA-ResNet algorithm. 

The JF-ResNet algorithm is applied to optimize the weights and bias of the neural network [28]. The 

dataset from plant village is taken and splitted as training, testing and validation. After pre-processing the leaf 

images, ResNet model is initialized with blocks and filters to train them using jellyfish algorithm with loss 

function as depicted in Algorithm 1. The hyperparameters are initialized to calculate the fitness values to find 

the current best food and its new location [29]. Overfitting is also prevented by monitoring the performance 

of the algorithm and fine tune the model to deploy the proposed method to classify the tomato plant leaf 

diseases [30].  

 

Algorithm 1. JFA-ResNet 
1. Collect the dataset from Plant Village 

2. Split the dataset as train, test and validate 
3. Preprocess the images and normalize the pixel values 

4. Initialize ResNet model with number of blocks and number of filters 

5. Train ResNet model using JFA and loss function 
 

𝐿𝑜𝑠𝑠 = −
1

𝑁
 [∑ [𝑡𝑘 log(𝑝𝑘) + (1 − 𝑡𝑘) log(1 − 𝑝𝑘)]]

𝑁
𝑘=1   

 

5.1 Max iteration, motion co-efficient 𝛼 = 0.1 , distribution co-efficient 𝛾 = 3 

5.2 Initialize the population of JF and calculate fitness value. 

5.3 Objective function (food value) is calculated as 𝐽𝐹𝑘 

5.4 Current best food of JF is 𝐽𝐹∗, time t=1 

5.5 Ocean current direction is calculated using  
 

�⃗� 𝑑𝑖𝑟 = 𝐽𝐹∗ − 𝐴𝑐

∑𝐽𝐹𝑘

𝑛
 

 

5.6 New location of JF is determined by  

 

 𝐽𝐹𝑘
𝑡+1 =  𝐽𝐹𝑘

𝑡 + rand (0,1) * (𝐽𝐹∗ − 𝑟𝑎𝑛𝑑(0,1) ∗ 𝛾 ∗ 𝜇) 
 

5.7 Boundary conditions are verified and food quantity at new location is estimated 

6. Prevent overfitting by monitoring validation set performance 
7. Evaluate the performance of trained model 

8. Fine tune the ResNet model  

9. Deploy the ResNet model to classify the tomato plant leaf disease by feeding through network. 

 

The neural network is filled with training data and jellyfish population is also initialized. The 

hyperparameters like motion co-efficient and distribution co-efficient were initialized [31]. The fitness function 

of each jellyfish is measured by the neural network, and they are the vector which is treated as a set of weights 

and biases [32]. So, each of the jellyfish present here helps us to optimize the neural network. With the fixed 

number of iterations, fitness value is calculated. The framework of JFA-ResNet is explained in Figure 2.  

 

 

 
 

Figure 2. Framework of JFA-ResNet classifier 
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The search location of the jellyfish is based on the availability of food and its movement is measured 

based on time control unit that is in ocean current or into the swarm of jellyfish [33]. After which, the 

jellyfish location is updated through iterations. The best jellyfish measured from the entire iteration is 

considered as the optimal solution. To test the data, jellyfish is deployed with the neural network and 

initializes the population to avoid slow convergence and getting trapped into local minima.  

 

 

5. EXPERIMENTS AND RESULT ANALYSIS 

The effectiveness of JF-ResNet was assessed to detect and classify the tomato leaf disease and its 

types. The model is trained, tested and validated using the plant village dataset that includes the images of 

healthy and disease infected tomato leaves. The experiments are carried out in Windows 10 OS with Intel 

Xeon E5 CPU, Radeon Pro W6400, with memory 64 GB Ram, CUDA Toolkit, CUDNN v7.0, 8 GB of video 

memory, and MATLAB 2016A. TensorFlow is used for implementing the deep learning framework. The 

plant village dataset is used for classifying of tomato plant leaf disease and its types. The total numbers of 

54,303 samples are used for training the proposed deep learning model. The proposed model is evaluated 

with the following performance metrics. Accuracy, sensitivity, specificity, recall, precision and F1-Score are 

the metrics used to assess the JF-ResNet model. 

 

Accuracy= 
(𝑇𝑟𝑢𝑒𝑁+𝑇𝑟𝑢𝑒𝑃)

(𝑇𝑟𝑢𝑒𝑁+𝑇𝑟𝑢𝑒𝑃+𝐹𝑎𝑙𝑠𝑒𝑁+𝐹𝑎𝑙𝑠𝑒𝑃)
 (11) 

 

Sensitivity = 
𝑇𝑟𝑢𝑒𝑃

𝑇𝑟𝑢𝑒𝑃+𝐹𝑎𝑙𝑠𝑒𝑁
 (12)  

  

Specificity = 
𝑇𝑟𝑢𝑒𝑁

𝑇𝑟𝑢𝑒𝑁+𝐹𝑎𝑙𝑠𝑒𝑃
 (13)  

  

Recall= 
𝑇𝑟𝑢𝑒𝑃

(𝐹𝑎𝑙𝑠𝑒𝑁+𝑇𝑟𝑢𝑒𝑃)
 (14)  

  

Precision = 
𝑇𝑟𝑢𝑒𝑃

𝑇𝑟𝑢𝑒𝑃+𝐹𝑎𝑙𝑠𝑒𝑃
 (15) 

 

F1-Score = 
2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
 (16)  

 

Here, TrueP, TrueN, FalseP, and FalseN are true positive, true negative, false positive, and false negative 

respectively. 

 

 

6.  RESULTS AND DISCUSSION OF JF-RESNET MODEL 

The performance metrics such as accuracy, recall, specificity, sensitivity, and F1-Score is used to 

train and test the JF-ResNet model. Table 1 depicts the results for various performance metrics mentioned for 

the proposed work. The results proves that the proposed JF-ResNet model performs well in 90% of training 

and 10% of testing. The JF-ResNet model was trained using 8 batch sizes with 100 epochs. 

JF-ResNet model achieves 97.3% accuracy, 95.3% sensitivity, 96.1% specificity, 96.9% recall, 96.4% 

precision and 97.1% F1-Score compared to the existing state of art models. 

 

 

Table 1. Performance result of JF-ResNet 
 Accuracy% Sensitivity % Specificity% Recall % Precision % F1-Score % 

Proposed approach 97.3 95.3 96.1 96.9 96.4 97.1 

 

 

Figure 3 depicts the overall performance of the proposed work based on the performance metrics. 

The work outperforms well with 97.3% of accuracy, 95.3% of sensitivity, 96.1% of specificity, 96.9% of 

recall, 96.4% of precision and 97.1% of F1-Score. A high sensitivity value represents that the model has a 

few false negative results [34]. Specificity helps to identify how correctly the model has identified the 

disease. Table 2 illustrates the comparison result for accuracy performance metrics and in Figure 4 depicts 

the graphical representation of the accuracy metric. 
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Figure 3. Performance result of JF-ResNet 

 

 

Table 2. Comparison results for accuracy 
Technique Testing accuracy 

Support vector machine (SVM) [35] 87% 

Based radial basis function neural network (BRBFNN) [36] 91% 

Proposed work 97.3% 

 

 

 
 

Figure 4. Accuracy result of JF-ResNet 

 

 

7. CONCLUSION  

The proposed model is used to detect and classify the tomato plant leaf disease and its type using 

jellyfish optimized ResNet. The JF-ResNet model uses plant village dataset to perform training and testing 

the model. Jellyfish optimized ResNet is used to tune the parameters to achieve better performance results. 

The proposed work performs well with 97.3% of accuracy, 95.3% of sensitivity, 96.1% of specificity, 96.9% 

of recall, 96.4% of precision and 97.1% of F1-Score. The comparison of accuracy is performed with the 

existing well-known algorithms like SVM and BRBFNN. Based on the comparison results the JF-ResNet 

outperforms better compared to SVM and BRBFNN approaches. In future we can use hybrid optimized 

ResNet to show better results and to reduce the computational time compared to other existing approaches. 
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