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 Partitioning or segmenting intensity inhomogeneity colour images is a 

challenging problem in computer vision and image shape analysis. Given an 

input image, the active contour model (ACM) which is formulated in 

variational framework is regularly used to partition objects in the image. A 

selective type of variational ACM approach is better than a global approach 

for segmenting specific target objects, which is useful for applications such 

as tumor segmentation or tissue classification in medical imaging. However, 

the existing selective ACMs yield unsatisfactory outcomes when performing 

the segmentation for colour (vector-valued) with intensity variations. 

Therefore, our new approach incorporates both local image fitting and 

saliency maps into a new variational selective ACM to tackle the problem. 

The euler-lagrange (EL) equations were presented to solve the proposed 

model. Thirty combinations of synthetic and medical images were tested. 

The visual observation and quantitative results show that the proposed 

model outshines the other existing models by average, with the accuracy of 

2.23% more than the compared model and the Dice and Jaccard coefficients 

which were around 12.78% and 19.53% higher, respectively, than the 

compared model. 
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1. INTRODUCTION 

Image partitioning, also referred to as image segmentation, is a crucial aspect of computer vision 

and general image processing applications. These applications include medical imaging techniques [1]–[5] 

and object recognition [6]–[8] where the main objective behind partitioning, is to segment an input image 

into several objects based on some preset criteria. Because of the massive and crucial uses, notably in the 

medical sector, this area of study has become well-known and intensively researched and practised by the 

scholars. Nevertheless, there are several challenges that might arise throughout the segmentation process 

thereby impacting the precision and effectiveness of the segmentation. In the medical field, one of the 

prominent issues stems from variations in colour intensity within medical images, which can result from 

factors like lighting conditions or environmental influences. Various segmentation methods, such as 

variational and non-variational techniques have been developed. Even if non-variational methods like 

machine learning and deep learning algorithms get the job done, they need a vast amount of data to function 

https://creativecommons.org/licenses/by-sa/4.0/
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well, and that data is not always readily available. They are not precise when dealing with limited 

information which results in less accurate segmentation outcomes. Meanwhile, variational approach which is 

independent of amount of data applies the calculus of variations to achieve a near optimal segmentation result 

which is widely used by the researchers for some areas like [9]–[11] and it is proven to be more accurate and 

efficient as this approach has demonstrated effectiveness in managing diverse characteristics of image groups 

and offer advanced image processing abilities with superior quality [12].  

The most celebrated variational approach is the active contour model (ACM) which can be 

categorized into edge-based approach and region-based approach. Edge-based approach relies on detecting 

and segmenting regions of an image based on the edges or boundaries between different regions. This 

method is very useful in several applications such as object recognition as well as tumors detection in 

medical imaging such as [13]. Kass et al. [14] proposal of the most well-known edge-based ACM uses the 

explicit snake. The drawback of this method is that it is very sensitive to noise and may not always produce 

accurate results, especially in cases where the edges in the image are ambiguous or poorly defined. On the 

other hand, the region-based approach considers texture characteristics, shape and pixel intensities to 

converge the segmentation contour to the particular targeted object [15] which is more accurate as it makes 

the model less sensitive to noise. 

Both global and selective segmentations are under the purview of the variational region-based 

ACM. Mumford and Shah [16] is the most popular and has become the state-of-the-art of the variational 

global ACM. This model is a variational framework for segmenting images with the goal of breaking them 

up into specific parts by minimizing an energy functional across those regions. However, this model has an 

issue where it assumes that the boundaries between regions are well-defined and that the image can be 

represented as a piecewise-constant function. This led to Chan and Vese proposed the Chan and Vese (CV) 

[17] model where they addressed this limitation by proposing a level-set based formulation of the Mumford 

and Shah model, which allows for more flexibility in modelling the boundaries between regions. The CV 

model can handle images with more complex boundaries and regions with various contrast and texture, 

making it more robust and adaptable to more kinds of images. Although it is proven in producing a 

prominent result, this model is only applicable to grayscale image and will change automatically to grayscale 

images for all the colour images that are being tested. To address this limitation, Chan and Sandberg [18] 

proposed an extension to the Chan-Vese (CV) model, termed the Chan-Sandberg-Vese (CSV) model where it 

incorporates a more complex region-based term into the energy functional, which allows for each region to 

have its own intensity distribution and more importantly, the colour pixels. However, both CV and CSV 

models are not effective in segmenting non-homogeneous intensity images. 

Intensity inhomogeneity is a common problem in image segmentation, where the brightness or 

darkness of an image varies across different regions, making it challenging to accurately identify and separate 

objects of interest from their background. This variation in intensity in an input image often results in 

segmentation errors, where objects are incorrectly classified or incomplete. With this problem arises, Li et al. 

[19] has proposed a global ACM namely the local binary fitting (LBF) model which applied the local binary 

classifier to distinguish between the object and background regions in an image based on their intensities by 

utilizing two main components: a local binary classifier and a nonparametric intensity model. However, this 

model may not perform well in images with complex images features, and it is very computationally 

expensive. Due to that, a model namely the local image fitting (LIF) was introduced by Zhang et al. [20] to 

deal with the drawbacks in LBF model. Subsequently, various works such as Yang et al. [21] and Iqbal et al. 

[22] have applied the LIF model idea in their models’ formulations. 

In addition to using local image energy fitting to enhance the segmentation outcomes for images 

which the average intensity is not homogeneous, the use of saliency map has caught researchers’ attention 

and interest. Saliency refers to the quality of being noticeable and is used to highlight regions that people are 

likely to look at first. The saliency map is used to highlight the particular areas that people are most likely to 

look at and it is based on visual distinctness and surprise, can assist in driving a near-optimal initial contour 

of objects in an input image. The concept of saliency map has been incorporated into other existing studies’ 

models, such as the saliency driven region-edge based top-down level set evolution (SDREL) by Zhi and 

Shen [23] which has been shown to produce better and more accurate segmentation results. However, the 

SDREL model is inefficient at segmenting images with significant intensity heterogeneity. Therefore, Iqbal 

et al. [22] developed the local saliency fitting (LSF) by combining the saliency map with the local image 

intensity idea. These two models were designed to segment all objects in the given grayscale and vector-

valued images. However, neither of these models is designed to segment a specific object in an input image. 

In general, the above-mentioned models can be classified as global ACMs which can be used for 

segmenting all objects in an input image. In contrast, selective segmentation attempts to segment a targeted 

object with minimal user intervention. There is enormous potential in applying this technique in tandem with 

the fields of medical imaging [24], [25] and biometric identification [26]. Several ACM based selective 
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segmentation models have been formulated to segment colour images. Colour or vector-valued feature is an 

important aspect in image processing because it carries information that is often critical for understanding 

and interpreting an image in the domain of the computer vision [27]. Nguyen et al. [28] proposed the state-

of-the-art interactive image segmentation (IIS) model which uses two sets of geometric constraints and is 

capable of selectively segmenting vector-valued images. Recently, Ghani and Jumaat [29] proposed a new 

variational selective model for colour images termed distance selective segmentation 2 (DSS2) model where 

it uses one geometric constraint (marker set) to identify the specific region of interest. The segmentation 

result shown was exceptional, but it increases the computational time because of the complexity of the model 

formulation. Due to that, Jumaat et al. [27] modified the DSS2 model into a less complex formulation named 

the selective segmentation via Gaussian regularization (SSGR) model where the Gaussian regularization term 

is used in substitution of the total variation (TV) term following the idea from [20]. However, these existing 

ACM based selective segmentation seem to need making a better initial guess especially for intensity 

inhomogeneity colour images with sophisticated shapes. 

Thus, in this research, we propose a novel variational selective region-based ACM for non-

homogeneous intensity vector-valued images by combining the LSF model’s local image fitting concept [22] 

with the saliency image map idea [22], [23]. The other part of this manuscript is organised manner: section 2 

summarizes relevant studies as well as the development structure of the proposed model. Section 3 compares 

the data of the segmentation outcomes and section 4 offers the conclusion and discussion for prospective 

study. 

 

 

2. METHOD  

The incorporation of LSF model [22] and the saliency image map by using the absorbing Markov 

chain model [30] is formulated to create a minimization novel energy functional for the image segmentation. 

We note that the utilization of the local image fitting energy is essential when segmenting intensity 

inhomogeneity images. Figure 1 shows the proposed model’s development. 

 

 

 
 

Figure 1. The flowchart of the proposed model’s development 

 

 

Based on Figure 1, a colour input image will be examined. The technique of computing the LIF 

energy of an input image and the LSF energy from the saliency map energy functional follows. These 

energies are used with the distance function (DF), the distance regularization term (DRT) and the length term 

(TV) to generate a total energy functional which aid in the segmentation of images. Each of these processes 

is explained in depth in the next subsection.  

 

2.1.  Input image 

This experiment includes the partition of 30 test images from diverse sources, 14 of which are 

medical and 16 of which are synthetic. To meet the research aims, all of the test photos were purposefully 

chosen based on the intensity inhomogeneity characteristics identified in the images. The ground truth 

segmentation solutions for all of the test images originated from the same source. All the test images are 

colour images in the red, green, and blue (RGB) colour space. 

 

2.2.  Saliency-based functional map via absorbing Markov chain 

The process of identifying the most important and visually distinctive regions in an input image is 

called saliency detection. One of the popular approaches for saliency detection is to use an absorbing Markov 

chain [30]. An absorbing Markov chain is a mathematical model used to describe a system that moves 
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through a series of nodes over time. In this case, the states represent different locations or regions within an 

image. The chain is called absorbing because it includes one or more nodes that, once reached, cannot be left. 

These absorbing nodes represent the most salient regions. 

The absorbing Markov chain involves two nodes: absorbing nodes, 𝑟 and the transient nodes, 𝑡. The 

absorbing nodes represent the salient regions while the non-absorbing nodes represent the background or less 

important areas. Think about representing node probabilities in a matrix format. Given the assumption that 

the probability of transition between transient nodes is represented by matrix J, the probabilities of transient 

from transient nodes to absorbing nodes is represented by matrix K while I is the identity matrix. As a result, 

the formulation of the transition matrix TM is expressed as in (1): 

 

TM → (
J K
0 I

) (1) 

 

The process begins by converting an image into a graph, where the nodes represent regions of the 

image, and the edges represent the relationship between them. After that, assign transition probabilities to the 

edges based on the similarity between the regions they connect. The absorbed time for each transient state 

can be computed as in (2):  

 

𝑦 = MO × f (2) 

 

Here, matrix f denotes the t-dimensional column vector with elements equal to 1, while matrix MO signifies 

what is known as the basic matrix of the absorbing Markov chain and it is given by: 

 

MO = (I − J)−1 (3) 

 

Finding the areas of the image that stands out the most visually is the next step. These areas will act 

as the Markov chain’s absorbing states. This can be done by using the theories of the absorbing Markov 

chain. The transition probabilities are then changed so that the self-loop probability for the absorbing states is 

1, which indicates that once the chain reaches one of these states, it cannot leave. Jiang et al. [30] claim that 

normalizing the absorbed time in (2) produces the saliency map, S as in (4): 

 

S(𝑖) = 𝑦(𝑖) (4) 

 

2.3.  Local image fitting 

The LIF model designed by Zhang et al. [20] is a method for image segmentation that utilizes local 

image fitting functional which is essential to handle intensity inhomogeneity images in order to separate 

objects in an input image. For any grayscale images 𝑢(𝑥, 𝑦) in a domain Ω, the regularized local image 

fitting functional in the level set formulation can be defined as: 

 

𝐸𝜀
𝐿𝐼𝐹(𝜙) =

1

2
∫ |𝑢 − (𝑛1𝐻𝜀(𝜙) + 𝑛2(1 − 𝐻𝜀(𝜙)))|

Ω

2

𝑑Ω  (5) 

 

Here, 𝐻𝜀(𝜙) represents the Heaviside function such that 𝐻𝜀(𝜙) = 0.5(1 + (2/𝜋)𝑎𝑟𝑐𝑡𝑎𝑛(𝜙/𝜀)) while 𝑛1 

and 𝑛2 are the intensity averages for the interior and exterior in a local region. Since we are extending the 

study on segmenting colour images, hence, the (5) can be transformed into the following (6): 

 

𝐸𝜀
𝐿𝐼𝐹(𝜙) =

1

2
∫

1

𝑁
∑ [𝑢𝑖 − (𝑚1

𝑖 𝐻(𝜙) + 𝑚2
𝑖 (1 − 𝐻(𝜙)))

2

𝑑Ω]𝑁
𝑖=1Ω

 (6) 

 

Here, 𝑢𝑖 = 𝑢𝑖(𝑥, 𝑦) is the 𝑖𝑡ℎ channel of a colour image on Ω with 𝑖 = 1,2, . . . , 𝑁 channels. Since our test 

images are all in RGB format, hence the value of 𝑁 is three. The intensity averages of interior and exterior in 

a local region can be expressed as functions 𝑚1
𝑖 = (𝑚1

1, . . . , 𝑚1
𝑁) and 𝑚2

𝑖 = (𝑚2
1, . . . , 𝑚2

𝑁) and it can be 

defined by a truncated Gaussian window 𝑊𝑘(𝑥, 𝑦) which have the definition as in (7): 

 

{
𝑚1

𝑖 = 𝑚𝑒𝑎𝑛 (𝑢𝑖 ∈ ({(𝑥, 𝑦) ∈ Ω|𝜙(𝑥, 𝑦) > 0} ∩ 𝑊𝑘(𝑥, 𝑦)))

𝑚2
𝑖 = 𝑚𝑒𝑎𝑛 (𝑢𝑖 ∈ ({(𝑥, 𝑦) ∈ Ω|𝜙(𝑥, 𝑦) < 0} ∩ 𝑊𝑘(𝑥, 𝑦)))

 (7) 

 

thus, (6) has an ability to segment colour image with intensity inhomogeneity.  
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2.4.  Local saliency fitting 

The local saliency fitting model is a computer vision technique employed for the purpose of 

segmenting an image into meaningful areas by leveraging the local saliency information. Here, we elevated a 

new equation to compute local saliency fitting (LSF) by combining the idea from (4) and (6):   

 

𝐸𝐿𝑆𝐹(𝜙) =
1

2
∫

1

𝑁
∑ [𝑆𝑖 − (𝑠1

𝑖 𝐻(𝜙) + 𝑠2
𝑖 (1 − 𝐻(𝜙)))

2

𝑑Ω]𝑁
𝑖=1Ω

 (8) 

 

where 𝑆𝑖(𝑥) is the saliency colour map equation obtained from (4) and 𝑠1
𝑖  and  𝑠2

𝑖  are the saliency-based 

averages intensity mean for the inside and outside of the segmentation contour as per in (7). The saliency 

map is used to segment the image into regions of similar saliency values so that it enables to make a nearly 

perfect initial guess to ease the segmentation process. 

 

2.5.  Total energy functional 

In this particular stage, a new variational selective ACM called the saliency-based selective 

segmentation for colour images (SBSSC) model is introduced. This proposed model consists of LIF in (6) 

and LSF in (8). The distance function, 𝐷𝐹 = 𝑃𝑑(𝑥, 𝑦) is introduced to segment specific object effectively. In 

addition, the presence of total variation function 𝑇𝑉 = ∫ 𝛿(𝜙)
Ω

|∇𝜙|𝑑𝑥𝑑𝑦 is used to produce a smooth curve 

and the distance regularization term 𝐷𝑅𝑇 = ∫
1

2
(|∇𝜙| − 1)2

Ω
𝑑𝑥𝑑𝑦 is implemented in order to achieve a 

more stable evolution of the segmentation contour that was developed.   

Assuming an image 𝑢, a collection of geometrical points 𝑛1(≥ 3) were assumed by the marker set 

𝐵 = {𝑤𝑗 = (𝑥𝑗
∗, 𝑦𝑗

∗) ∈ Ω, 1 ≤ 𝑗 ≤ 𝑛𝑖}. The polygon 𝑃 was constructed by using set 𝐵. The Euclidean distance 

function, denoted as 𝑃𝑑(𝑥, 𝑦) quantifies the relative distance between each point (𝑥, 𝑦) ∈ Ω from its closest 

points of (𝑥𝑝 , 𝑦𝑝) ∈ 𝑃. Consequently, the integration of the aforementioned concept into the level set 

formulation results in the development of the SBSSC model and yield: 

 

min
𝜙

𝑆𝐵𝑆𝑆𝐶(𝜙) =
1

2
∫

1

𝑁
∑ [𝑢𝑖 − (𝑚1

𝑖 𝐻(𝜙) + 𝑚2
𝑖 (1 − 𝐻(𝜙)))

2

𝑑Ω]𝑁
𝑖=1Ω

                        +
1

2
∫

1

𝑁
∑ [𝑆𝑖 − (𝑠1

𝑖 𝐻(𝜙) + 𝑠2
𝑖 (1 − 𝐻(𝜙)))

2

𝑑Ω]𝑁
𝑖=1Ω

                        +𝜃 ∫ 𝑃𝑑𝐻(𝜙)
Ω

𝑑Ω + 𝑣 ∫ 𝛿(𝜙)
Ω

|∇𝜙|𝑑Ω +
1

2
𝜇 ∫ (|∇𝜙| − 1)2𝑑Ω

Ω

 (9) 

 

where 𝜃, 𝜇 and 𝜈 are non-negative parameters to handle the DF, DRT and TV terms respectively. The Euler 

partial differential equation (EL) is derived to solve the model which is defined as in (10). 

 

𝛿𝜙

𝛿𝑡
= 𝛿(𝜙) [

1

𝑁
∑ [𝑢𝑖 − (𝑚1

𝑖 𝐻(𝜙) + 𝑚2
𝑖 (1 − 𝐻(𝜙))(𝑚1

𝑖 − 𝑚2
𝑖 ))]

𝑁

𝑖=1

] − 𝜇 (𝛥𝜙 − ∇.
∇𝜙

|∇𝜙|
) 

+𝛿(𝜙) [
1

𝑁
∑ [𝑆𝑖 − (𝑠1

𝑖 𝐻(𝜙) + 𝑠2
𝑖 (1 − 𝐻(𝜙))(𝑠1

𝑖 − 𝑠2
𝑖 ))]

𝑁

𝑖=1

] 

             −𝑣𝛿(𝜙)∇.
∇𝜙

|∇𝜙|
+ 𝛿(𝜙)[𝜃𝑃𝑑] (10) 

 

2.6.  Steps of algorithm for the proposed selective segmentation model 

The solution of (10) was computed using MATLAB R2021a software on a CPU processor with the 

specification of an Intel® Core TM-i10-1065G7 CPU @ 1.30 GHz and 8 GB RAM. To autonomously 

discontinue the software’s execution, we established the two stopping criteria: a tolerance value 𝑡𝑜𝑙 =
1 × 10−5 and the maximum iterations number of iterations, 𝑚𝑎𝑥𝑖𝑡 = 200. This research presents the 

Algorithm 1 for implementing the segmentation procedure of the newly proposed SBSSC model as follows: 

 

Algorithm 1. Algorithm for the SBSSC model 
1. Input the vector-valued test image. 

2. Set the parameters values of 𝜇, 𝜃, 𝜈, tolerance 𝑡𝑜𝑙, maximum iterations, 𝑚𝑎𝑥𝑖𝑡 and define 
the marker set. 

3. Compute the saliency map, 𝑆 from (4). 
4. For 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 1 to maximum iterations, 𝑚𝑎𝑥𝑖𝑡 or ‖𝜙𝑛+1 − 𝜙𝑛‖/‖𝜙𝑛‖ ≤ 𝑡𝑜𝑙 do  
5. Evolve the level set function 𝜙 based on (10). 

6. Compute the output 𝜙 and it is defined as the final solution. 
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3. RESULTS AND DISCUSSION 

The proposed SBSSC model’s effectiveness was measured against that of some established 

standards, including the IIS model from Nguyen et al, [28], DSS2 model [29] and the SSGR model [27].  

Index similarities namely the dice (DSC) and jaccard (JSC) coefficients will be computed to evaluate the 

reliability of all segmentation models. In addition, we will calculate the accuracy and error metrics for each 

model based on how well their segmentation results match the ground truth images. The proximity of the 

actual segmentation findings is to the truth will be indicated by the error measurements. These coefficients 

will be calculated by comparing the segmentation results of the models with a benchmark value. A 

coefficient value closer to 0 indicates a poor-quality segmentation, while a value closer to 1 indicates a nearly 

perfect segmentation. These values differ from error measures where the closer value to 0 indicates a better 

segmentation result. 

In order to get an ideal segmentation result for every model, the parameters involved in the 

computation have to be set and adjusted manually and thoroughly. Based on how well each test image works 

with the given segmentation models, a different value of the parameter 𝜃 is chosen from the range of  

𝜃 = [3.20000]. After that, the parameter 𝜈 is set in between 𝜈 = [10.2500] while keeping the parameter  

𝜇 = 0.001 fixed. Once an object is selected in a particular image, the segmentation process begins by 

adjusting the initial markers so that they not only fairly close to the object but also consistent across all 

models. Then, the markers will automatically connect with each other and form a yellow-edge polygon. 

There are 30 sample images that were used in this experiment. All the 30 test images with their own markers 

and initial contour (yellow-edge polygon) are illustrated as shown in the following Table 1.  

 

 

Table 1. Test images with markers and initial contour 

Medical and synthetic images 

      
problem 1 problem 2 problem 3 problem 4 problem 5 problem 6 

      
problem 7 problem 8 problem 9 problem 10 problem 11 problem 12 

      
problem 13 problem 14 problem 15 problem 16 problem 17 problem 18 

      
problem 19 problem 20 problem 21 problem 22 problem 23 problem 24 

      
problem 25 problem 26 problem 27 problem 28 problem 29 problem 30 

 

 

Based on Table 1, the first 14 test images are medical images indicated from Table 1 (problem 1 to 

problem 14) while the remaining 16 test images are synthetic images indicated by Table 1 (problem 15 to 

problem 30). Table 1 (problem 1) is plasma cell which is obtained from [31] while Table 1 (problem 2) is a 

skin lesion database obtained from [32]. Table 1 (problem 3 to problem 12) are mammogram images and 

obtained from INbreast database [29] and [33]. Table 1 (problem 13 and problem 14) are obtained from [34] 

and images Table 1 (problem 15 to problem 30) are all self-generated synthetic images. The ground truth 

solutions for each test image were taken from the same source. To provide visual representation, we have 

chosen six test images (out of the 30 test images) to illustrate the segmentation results for the proposed 
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SBSSC model and the other existing models as demonstrated in the following Table 2. The complete 

segmentation results for each of the 30 test images will be presented quantitatively in Table 3. 

  

 

Table 2. Segmentation results for the chosen six test images 
Input images with initial 

contour 

IIS model DSS2 model SSGR model SBSSC model 

     
problem 1 a b c d 

     
problem 8 e f g h 

     
problem 12 i j k l 

     
problem 25 m n o p 

     
problem 28 q r s t 

     
problem 30 u v w x 

 

 

As shown in the first column of Table 2, we have chosen problem 1, problem 8, problem 12, 

problem 25, problem 28 and problem 30 to visually illustrate the segmentation performance of all models. It 

is illustrated that all the models are able to partition the targeted object in each test image. However, there are 

some results from the DSS2 and SSGR models that produced unnecessary noise as observed in the binary 

images in Table 2(f), Table 2(g), Table 2(j) and Table 2(k). Furthermore, the DSS2 and SSGR models are 

incapable of producing good segmentation results when segmenting intensity inhomogeneity synthetic 

images as illustrated in the binary images Table 2(n), Table 2(o), Table 2(r) and Table 2(s) as both of the 

models missed to capture the targeted object since the intensity of the targeted object is almost similar to the 

background. This is not the case for SBSSC model because of the presence of the local intensity and saliency 

map fittings in the model formulation which considers the local variations in intensity within an image.  

Most of the cases especially in medical industries where images are acquired with varying lighting 

conditions which might lead to image with intensity inhomogeneity issues. Thanks to the local image fitting 

and saliency map fitting ideas in the formulation which helps to achieve a combination of a smooth 

background intensity and a spatially varying shading function that captures the local variations in intensity. 

Once the local intensity variations have been adjusted, the segmentation process becomes easier as the bias in 

the intensity values have been reduced.  

On the other hand, for the IIS model, it somehow unable to identify the targeted object to be 

segmented as shown in the binary images in Table 2(m) and Table 2(q). This is because according to the 

authors [28], as the model was formulated as hard segmentation type, it is unable to segment images with 

sophisticated and fine shapes. Unlike SBSSC model where it applies the absorbing Markov Chain based 

saliency image map idea in the formulation where it helps to make an outstanding initial guess for the 

targeted object in an input image especially when the image has different intensity values. In order to support 

the claims above, we present the average quantitative metrics for the SBSSC model and the three existing 

models in segmenting all 30 test images in Table 3. 
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Table 3. The average quantitative metrics for 30 test images for all models 
Test Images  14 Medical images 16 Synthetic images Average 

IIS model 
DSC/JSC/ 

Accuracy/Error 

 
0.8859/0.7986/ 

0.9684/0.0316 

 
0.7459/0.6424/ 

0.9600/0.0400 

 
0.8159/0.7205/ 

0.9642/0.0358 

DSS2 model 
DSC/JSC/ 

Accuracy/Error 

 
0.8853/0.7980/ 

0.9672/0.0328 

 
0.7956/0.6979/ 

0.9834/0.0166 

 
0.8405/0.7480/ 

0.9753/0.0247 

SSGR model 
DSC/JSC/ 

Accuracy/Error 

 
0.8842/0.796/1 

0.9668/0.0332 

 
0.7935/0.6968/ 

0.9832/0.0168 

 
0.8389/0.7465/ 

0.9750/0.0250 

SBSSC model 
DSC/JSC/ 

Accuracy/Error 

 

0.9230/0.8581/ 

0.9775/0.0225 

 

0.9174/0.8643/ 

0.9939/0.0062 

 

0.9202/0.8612/ 

0.9857/0.0143 

 

 

Based on Table 3, the quantitative results for all the test images have shown that the SBSSC model 

has the most prevalent average DSC and JSC values. For the average DSC value, the SBSSC recorded 0.9202 

which is 12.78%, 9.48% and 9.69% higher than the IIS, DSS2 and SSGR models. In line with the average 

JSC value, the SBSSC recorded 0.8612 which is 19.53%, 15.13% and 15.37% higher than IIS, DSS2 and 

SSGR models. In addition, the SBSS had recorded the highest average accuracy metrics of 0.9857 which is 

2.23%, 1.10% and 1.07% higher than the IIS, DSS2 and SSGR models respectively. Since the SBSSC 

recorded the highest average accuracy metric, the error metric of the model is automatically becoming the 

lowest. With all of these quantitative accuracy measurements, it is concluded that the SBSSC model is more 

accurate than the IIS, DSS2 and SSGR models owing to the Markov chain saliency based functional and the 

local image fitting idea inherent in the SBSSC model’s formulation. 

Although the proposed SBSSC model provides the highest accuracy compared to other models 

when partitioning images with intensity inhomogeneity, the SBSSC has its own efficiency limitations. 

According to the results of the experiment, the SBSSC model had the longest average processing time of 

16.8511 seconds, followed by the DSS2 model at 6.1858 seconds and the SSGR model at 0.7080 seconds. 

From the result, we can observe a huge difference in terms of the average processing time between the 

SBSSC model and the other models. The average time processing for the IIS model is unknown as the 

provided IIS software by the authors [31] does not have any tools to record time processing. It is understood 

that the reason of the SBSSC took longer time to process is mainly because of the existence of the Markov 

chain saliency-based term and the local image fitting idea together with the total variation (TV) term that 

make the formulation become a bit complicated compared to the other existing models. Hence, it 

significantly increases the computational time. 

 

 

4. CONCLUSION 

The underlying goal of this study is to create a unique selective segmentation model that can 

partition colour images with non-homogeneous colour intensity. Our proposed model, the saliency-based 

selective segmentation for colour images (SBSSC) model, incorporates the concept of the saliency image 

map by employing the absorbing Markov chain, which aids in the segmentation process to make an excellent 

initial guess, and the local image fitting idea, which aids in dealing with various intensities of a particular 

image. The image segmentation procedure is optimised using the Euler equation, which is then solved and 

used in MATLAB. In terms of accuracy and efficiency, the SBSSC model’s performance is compared to that 

of other existing models. The segmentation results show that despite having the longest execution time, the 

SBSSC model has the highest level of accuracy among other comparing models. The SBSSC model is 

therefore recommended for segmenting colour images, particularly those having intensity inhomogeneity 

characteristics. Our work also has important implications and real-world applications in a variety of fields. 

As an illustration, our discoveries can help with object detection and the segmentation process, enabling 

more precise analysis and diagnosis in medical imaging. Accurate segmentation can provide insights that 

enable improved analysis and more precise decision making. Our work establishes the foundation for 

investigating multi-approach image segmentation methods, incorporating our model into more intricate 

frameworks, and creating real-time segmentation methods in the near future. 
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