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 Long high voltage direct current (HVDC) transmission link is commonly 

used to transmit electrical energy via land or under-sea cable. The long 

HVDC avoids reactive power losses (RPL) and power stability problems 

(PSP). On the contrary, the RPL and PSP phenomena occur in long high 

voltage alternative current-link (HVAC) caused by the high reactive 

component in the HVAC-link. However, the HVDC produces a high and 

slow transient current response (TCR) on the high value of the up-ramp rate. 

Interval type-2 fuzzy (IT2F) control on converter-side HVDC is proposed to 

mitigate this TCR problem. The IT2F is optimized by grey wolf optimizer 

(GWO) to adjust input-output IT2F parameters optimally. The performance 

of IT2F-GWO is assessed by the minimum value of integral time squared 

error (ITSE), peak overshoot, and settling time of the TCR. The IT2FC-

GWO performance is validated by the performance of IT2F control that is 

optimized by genetic algorithm (IT2F-GA) and proportional integral (PI) 

controller. Simulation results show that the IT2F-GWO performs better with 

small ITSE, low peak overshoot, and shorter settling times than competing 

controllers. 
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1. INTRODUCTION 

Transmission system is vital in a power system industry to deliver the electrical power/energy from 

power plants to consumers through distribution systems. Transmission systems categorized into alternating 

current (AC) and direct current (DC) types, according to the international electrical commission (IEC) 

standard regulation. Electrical energy delivered via high voltage direct current (HVDC) technology in 

modern transmission systems. This HVDC technology has intrinsic advantages such as being more favorable 

to install on very long distances for overhead or/and submersible transmissions, do not have reactive power 

losses, being feasible to connect for difference frequency systems (50/60 Hz), and having no stability issues 

appear in very long-distance transmission application. These advantages make the HVDC more convenient to 

implement than its competing (high voltage alternating current (HVAC)) technology. By using the newest 

power semiconductor technology, the AC/DC/AC converter process is more effective, efficient, and 

affordable in cost to be implemented. Moreover, ultra HVDC (UHVDC) transmission is a new technology 

that increases power capacity delivery, decreases electrical energy losses, and reduces of circuit-lines [1]. 

Some control and protection schemes for fault types in HVDC are provided in [2], [3]. A control scheme 

https://creativecommons.org/licenses/by-sa/4.0/
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regulating both the rectifier’s voltage and current is designed to reduce transient response and increase the 

short-term transfer of electrical power capacity from the rectifier to the inverter in line commutated converter 

(LCC)-HVDC [4]. Super-conductor-damper device is applied in HVDC to minimize current and voltage 

oscillations effectively [5], and frequency limit control based on a modified frequency system is used to 

improve the stability of the sending side and avoid significant frequency-deviation [6]. A new small signal 

model (SSM) is designed by grounding impedance and proper control to damp the asymmetric direct-current 

mode in HVDC system [7], the SSM based on transfer function matrix mode is proposed to enhance stability 

of multiterminal HVDC [8], and the accurate SSM is used to reduce model complexity [9]. Cascading of  

AC-lines-outage is avoided by modulating close-loop control DC power in HVDC-line during the emergency 

period the HVAC line [10]. Fast-fault detection is applied, include on pole-and-line for both the single and 

double lines HVDC protection [11], and a commutation failure prevention model is designed by optimizing 

the value of resistance to minimize extinction angle in HVDC [12], a transient current is suppressed by 

supplementary control (SC) in rectifier HVDC [13], active disturbance rejection the SC is used to dampen 

oscillation in HVDC-line [14], and a novel SC is also applied to damp oscillation on maximum available 

power of extreme-weak AC-system [15].  

Artificial intelligent (AI) applications in electrical and energy systems are introduced as follows: 

Machine learning is used to protect fault detection and classification scheme [16], and to search the fault 

location in HVDC systems [17]. Moreover, an artificial neural network (ANN) is used for fault detection and 

classification of the LCC-HVDC [18], to minimize transient stability for variation operating point [19], 

robust stability power on transmission [20] and direct current microgrid of shipyard system [21]. The other 

AI type that grows rapidly in electrical engineering application is fuzzy type-1 (including adaptive neuro-

fuzzy inference system (ANFIS)) and interval type-2 fuzzy (IT2F) controls. The ANFIS controller is to 

maintain wind plant performance [22], enhance the dynamic performance of the 3-phase asynchronous motor 

[23], to faster the tracking speed and reduce static error at maximum [24]. The ANFIS scheme is built to 

regulate an inverter of HVDC [25], to stabilize a 3-bus power system (PS) [26], with the help of an IT2F-

based power system stabilizer used to stabilize large scale PS [27]. The fuzzy and fuzzy-based direct torque 

control is implemented to maintain the dynamic performance of solar panels on the variation of radiation and 

temperature [24], and to reduce ripple induction motor [28], respectively. The IT2F based on a model 

reference controller and IT2F combined with digital signal processing are built to regulate a nonlinear system 

[29] and to improve the transient response of synchronous motor [30]. Some researchers have reported the 

advantages of HVDC system. However, the system is developed by power electronic devices and has some 

limitations. Therefore, high transient response and slow start-time are issues in the HVDC system. To 

overcome these problems, some methods are proposed to reduce transient responses, as follows: Feed-

forward compensator on AC-to-DC converter in DC distribution system [31], the ANN embedded by 

machine learning on converter/inverter switching [32], triangular source signal on DC-to-DC buck converter 

[33], internal feed-forward [34] and [35] feed-forward compensators on DC-to-DC converter. 

On the other hand, optimization method (OM) is developed into two classes: based on mathematical 

programming and metaheuristic algorithm [36]. The metaheuristic algorithms are generally divided into four 

categories according to their inspiration sources [37]: i) genetic evolution algorithms. Evolutionary 

mechanisms in biology inspired this algorithm, and these algorithms imitate genetic evolution properties in 

nature. Four mechanism stages occur in these processes such as: reproduction, mutation, recombination, and 

selection. These algorithms mimic tree competition to optimize sunlight directly and food in the forest. Tree 

growth algorithm (TGA) is developed in intensification and diversification phases. The best trees are 

developed by sunlight quality sufficiency, good chromosomes’ gens with related to water and healthy food, 

which are determined in the intensification phase. Diversification phase is performed by removing the worst 

solution, instead of them by generating the solution randomly, and reproducing more seedlings; ii) swarm 

intelligence. These algorithms mimic the animal habit of food foraging or scheduling. Improved northern 

goshawk optimization is one of the animal behavior based algorithm and this algorithm is applied in [38], 

where an adaptive parameter is created using the levy flight concept. So, this mechanism guarantees a smooth 

transition from exploration to exploitation phases to maintain global optimization further. A giant trevally 

optimizer also uses the animal in search foraging potential. A dynamic TGA version is applied to manage 

cost and computational efficiencies for load scheduling on cloud computing [39]; iii) human activity 

algorithms. These algorithms are based on the human activities in teaching-learning between the teacher and 

students in class. This algorithm is used to decrease cost on solar cell power plant [40]. Also, queuing search 

algorithm is inspired by queuing behavior of some consumers to pay their shopping goods in a super market 

cashier [41]; and iv) algorithms that developed from other sources, such as scientific-based algorithm [42]. 

This optimization method is built based on a crystal structure algorithm that inspired from crystal formation 

based on addition of basis and lattice points. Moreover, this method has tested successfully using 

mathematical test standards and synchronous optimal pulse width modulation on n-level inverters (where,  

n=3−13) of medium voltage for electric drives. The OM is built using different model and applied in 
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electrical engineering, also growing rapidly, likes: two-stage economic dispatch operation using improved-

chaotic brain-storm OM in integrated energy system [43], chaotic based on predator-prey brain-storm and 

enhanced teaching-learning based OMs are effectively to minimize real power losses in power systems [44], 

[45], and particle swarm optimization (PSO) is used for optimal location of solar and wind turbine on 

distribution system [46]. The PSO is applied to improve the stability of wind-farm HVDC system [47] on 

photovoltaic (PV) tracking [48], and PSO-gravitational search algorithm is implemented to optimize the 

protection relay of distributed generation [49]. Genetic algorithm OM based on sliding-mode scheme is used 

to enhance the dynamic stability of source voltage converter HVDC in considering wide range operating 

conditions [50]. Bacterial foraging OM is applied in capacitor-run motor [51], and grey wolf optimizer 

(GWO) is developed to estimate input-output parameters power plant [52] and to compute the optimal shape 

and size in design of 800 kV transformer of HVDC system [53]. 

The transient current response (TCR) problem has been paid more attention in HVDC [4], [31], 

[35], and their solutions using some methods are explained before. Nevertheless, IT2F optimized by GWO 

method has never been implemented to suppress the TCR problem. To bridge this schemes vacuum, we 

propose the IT2F control optimized by the GWO to mitigate the transient current on a start-up period in the 

converter of HVDC. This manuscript is organized as follows: HVDC and IT2F models are explained in 

section 2. Furthermore, section 3 explores the procedure to design and obtain GWO parameters. Next, results 

of proposed control are analyzed and discussed in section 4. Finally, a conclusion is provided in section 5. 

 

 

2. HIGH VOLTAGE DIRECT CURRENT AND TYPE-2 FUZZY CONTROL 

A HVDC transmission system is a popular method to transmit large of electric power to avoid more 

reactive power losses, especially on long-range transmission. The model is developed by: an ideal source, 

filter, and rectifier at sending end, a 300 km long-distance DC-line, inverter, filter, and an ideal source at 

receiving end. The HVDC system follows from [54]. In HVDC operation, the role of firing angle regulation 

of converter HVDC is very important to adjust the current (power) flowing from the sending to the receiving 

end. The HVDC transmission system and implementation of IT2F-GWO control on its converter are shown 

in Figure 1(a). The information process in IT2F is illustration in Figure 1(b). Figure 2(a) shows the Input 2 

membership function (MF). The Gaussian MF with 3-upper (mf1U, mf2U, and mf3U for the upper MFs) and 

3-lower (mf1L, mf2L and mf3U for the lower MF), respectively. Variables 𝑑𝐸𝑖 and µ(𝑑𝐸𝑖) are the derivative 

of fuzzy controls current error signal (Input 2) and their degree of respective MFs. Figure 2(b) illustrates the 

optimization process of input-output parameters using the GWO technique. The 𝐾𝑖𝑛1, 𝐾𝑖𝑛2 and 𝐾𝑜𝑢𝑡 are 

parameter Input 1, 2, and Output, respectively. The 𝐸𝑖, 𝑡 and 𝑆𝐶 are current error signal (Input 1), time 

multiplier, and supplementary control (Output) signal. 

 

 

 
(a) 

 

 
(b) 

 

Figure 1. Diagram block of (a) proposed control (IT2F-GWO), (b) interval type-2 fuzzy for converter HVDC 
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(a) (b) 

 

Figure 2. The IT2F-GWO model control, (a) three membership function type Gaussian for Input 2 (dEi) and 

(b) adjusting value of input-output parameters using GWO technique 

 

 

3. GREY WOLF OPTIMIZER 

A new model optimization algorithm introduced in [55] is one of the common intuitive algorithm 

based on population. The model is to mimic the grey wolfs behavior in hunting their prey in the natural wild. 

The wolves generally have a social life with strongly rigid leadership and hierarchy. The leadership in the 

grey wolf group is categorized in four orders:  (alpha),  (beta),  (delta), and  (omega). This group will 

be built to explore and exploit search-hunting areas. The GWO has tuned parameter requirements such as 

population size, iteration, and optional control vector. The top hierarchy is alpha wolves, which govern the 

groups function, are responsible for decision-making, and manage the group on social life and hunting field. 

The second order is beta wolves that serve as the sub-ordinate and advisor for other wolf orders. Figure 3(a) 

shows the grey wolf social hierarchy in prey hunting. To describe the grey wolves while hunting prey, we 

explore this mechanism in four stages: Encircling, hunting, attacking, and search-for-prey. 

 

3.1.  Encircling-prey stage 

When grey wolves find the potential prey to be hunted, they will encircle the prey immediately. In 

the encircling-prey stage, the mathematical model of the grey wolf behavior is illustrated by (1), (2). 

 

�⃗⃗�  = |𝐶 . 𝑋 𝑝𝑟(𝑖𝑡) − 𝑋 𝑔𝑤(𝑖𝑡)|  (1) 

 

𝑋 𝑔𝑤(𝑖𝑡 + 1)  = 𝑋 𝑝𝑟(𝑖𝑡) − 𝐴 . �⃗⃗�   (2) 

 

where 𝑖𝑡, (𝐴  and 𝐶 ), 𝑋 𝑝𝑟 and 𝑋 𝑔𝑤 are the current iteration, coefficient vectors, position vector of prey and 

position vector of the grey wolf, respectively. Furthermore, the vectors (𝐴  and 𝐶 ) are computed using (3), (4): 

 

𝐴  = 2𝑎 . 𝑟 1 − 𝑎   (3) 

 

𝐶  = 2. 𝑟 2 (4) 

 

where vector component 𝑎  is decreased linearly from 2 until 0 throughout iterations. The 𝑟1𝑎𝑛𝑑 𝑟2 are 

defined as random vectors in the range [0,1]. 

 

3.2.  Hunting-prey 

The alpha commonly leads and guides the other wolves in this hunting stage. Suppose the alpha, 

beta, and delta wolves know the potential target (prey) position better. Firstly simulation, the first three best 

solutions (𝑋 𝑎𝑙𝑝ℎ𝑎 , 𝑋 𝑏𝑒𝑡𝑎 , and 𝑋 𝑑𝑒𝑙𝑡𝑎) are achieved, and these results are saved. Next step is to obligate the 

other agents including omegas, to update their position following to the position of the best search agents. 

These processes can be formulated as (5), (6), and (7). 

 

�⃗⃗� 𝑎𝑙𝑝ℎ𝑎 = |𝐶 1. 𝑋 𝑎𝑙𝑝ℎ𝑎 − 𝑋 𝑔𝑤|; �⃗⃗� 𝑏𝑒𝑡𝑎 = |𝐶 2. 𝑋 𝑏𝑒𝑡𝑎 − 𝑋 𝑔𝑤|; �⃗⃗� 𝑑𝑒𝑙𝑡𝑎 = |𝐶 1. 𝑋 𝑑𝑒𝑙𝑡𝑎 − 𝑋 𝑔𝑤| (5) 

 

𝑋 1 = 𝑋 𝑎𝑙𝑝ℎ𝑎 − 𝐴 1. (�⃗⃗� 𝑎𝑙𝑝ℎ𝑎); 𝑋 2 = 𝑋 𝑏𝑒𝑡𝑎 − 𝐴 2. (�⃗⃗� 𝑏𝑒𝑡𝑎); 𝑋 3 = 𝑋 𝑑𝑒𝑙𝑡𝑎 − 𝐴 3. (�⃗⃗� 𝑑𝑒𝑙𝑡𝑎)  (6) 

 

𝑋 𝑔𝑤(𝑖𝑡 + 1)  = �⃗⃗⃗� 1+�⃗⃗⃗� 2+�⃗⃗⃗� 3
3

  (7) 
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The GWO allows its search agents to newer (update) their position based on the alpha, beta, and delta, 

further attacking the prey. The search agent updates its position according to alpha, beta, and delta in 

2-dimension, as shown in Figure 3(b). 

 

3.3.  Attacking-prey 

The attacking stage is done by a group hunting grey wolves when a target is stopped at a certain 

location. A mathematical variable 𝑎  is used to approach the prey model, and the value of 𝑎  decreases when 

the grey wolves toward approach the prey. The value of 𝑎  is decreased from 2 to 0 during iteration processes. 

Where values of 𝐴  are the random number in the range [−2a, 2a], consequently, this condition decreases the 

fluctuation range of 𝐴 . For the values of 𝐴  are in range [−1, 1], the next position of a search agent is in any 

position between its current and the prey position. For wolfs positions in range |𝐴| < 1, the wolves are ready 

and forced to attack the prey, as shown in Figure 3(c). We can call this situation “they convergent to attack 

the target (prey)”. 

 

3.4.  Search-for-prey 

Besides attacking mode, search-for-prey is an important step during the hunt process. Grey wolves 

search the prey according to the member (alpha, beta, and delta) positions participating in hunting the prey. 

The grey wolves spread out each other, and their positions will get far away. The divergence model of 

search-for-prey occurs when the value of 𝐴  more than 1 or less than −1; ( |𝐴| > 1). This situation is named 

the search agent to diverge from the prey and is described in Figure 3(d). Furthermore, the GWO also uses 

vector 𝐶  to provide random weights for the prey to emphasize (𝐶 > 1) or de-emphasize (𝐶 < 1) that is 

associated with the prey distanc, as defined in (4). GWO uses this mechanism to find more random behavior 

during optimization, favoring exploration and avoiding local minima. 

 

 

  
(a) (b) 

 

  
(c) (d) 

 

Figure 3. Grey wolf structure and member positions, (a) social hierarchy, (b) update position mechanism,  

(c) attacking the prey directly, and (d) searching for new prey 

 

 

The procedure of governing the GWO algorithm is developed as follows: first time is to initialize the 

grey wolf population, parameters α, A, C, and maximum iteration (it). While the iteration (it) less than 

maximum iteration and the loop i: from 1 to the number of search agents, update the values of respective 
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search agents (𝑋𝑎𝑙𝑝ℎ𝑎 , 𝑋𝑏𝑒𝑡𝑎 , and 𝑋𝑑𝑒𝑙𝑡𝑎). Call/run the HVDC system equipped by proposed controller in 

Simulink model. Calculate the fitness of each search agent and evaluate the fitness value of search agents. 

For the fitness of search agents is smaller than the specification fitness value, then update the alpha, beta and 

delta scores, or discard the result. Next, update the position of search agents including the omega and 

calculate the best alpha for score and position of current iteration. Finally, print the best alpha for score and 

position when the maximum iteration is achieved. The GWO pseudo code is described in Figure 4(a). Also, 

the GWO algorithm is illustrated in Figure 4(b). 

 

 

  
(a) (b) 

 

Figure 4. Proposed control procedure, (a) pseudo code and (b) flowchart 

 

 

3.5.  Fitness function building 

In an optimization algorithm, it is very important to obtain the fitness (object) function of the system 

response. The input signal is the current reference (𝐼𝑟𝑒𝑓) that this signal is used to trigger the thyristor gate in 

converter HVDC system. The HVDCs starting procedure and the current reference pattern in this research 

follow the pattern in [54]. The set point (desired response) is the current reference and response of the direct 

current (𝐼𝑑) the HVDC system at start-up time. The illustration of building the fitness function from the 

response is shown in Figure 5. Figure 5 and (8) show that the 𝐹𝑓𝑖𝑡 is the sum of 𝐹1, 𝐹2, and 𝐹3. The 

performance of the controller is developed based on integral time squared error (ITSE) criteria of current 

reference and direct current response. The fitness function is built into formulating: 

 

Minimum 𝐹𝑓𝑖𝑡 = 𝐹1 + 𝐹2 + 𝐹3 = ∑ 𝐹𝑚
3
1  (8) 

 

𝐹𝑚 = ∫  𝑡
𝑡𝑚+1

𝑡𝑚
× (𝐸𝑖)2𝑑𝑡 = ∫  𝑡

𝑡𝑚+1

𝑡𝑚
× (𝐼𝑟𝑒𝑓 − 𝐼𝑑)2𝑑𝑡 (9) 

 

The 𝐸𝑖, 𝐼𝑟𝑒𝑓 and 𝐼𝑑 are current error, current reference, and direct current signals, respectively. Integer 

number m is 1, 2, and 3. Suppose that for m=1, time periods are defined as follows: 𝑡𝑚 = 𝑡1, 
𝑡𝑚+1 = 𝑡2;  𝑚 = 2, 𝑡𝑚 = 𝑡2, 𝑡𝑚+1 = 𝑡3;  𝑎𝑛𝑑 𝑚 = 3, 𝑡𝑚 = 𝑡3, 𝑡𝑚+1 = 𝑡4. The minimum value of 𝐹𝑓𝑖𝑡 is 

used to examine the control performance. The 𝐹1, 𝐹2 and 𝐹3 are results of integral time and squared area 

between direct current and current reference at each time periodic, respectively.  
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Figure 5. Fitness function for direct current response of converter HVDC system 

 

 

4. SIMULATION RESULTS AND DISCUSSION 

The IT2F-GWO controller performance is assessed by increasing the load from 0 to 10% loading on 

receiving-end transmission line (increasing up-ramp final-value, 𝐼𝑟𝑒𝑓 from 1.0 to 1.1 pu) in 11 scenarios. 

Every scenario (loading condition) is run in ten times for GWO and GA optimization. Up-ramp rate is taken 

on 25 pu/s. In this scenario, the master control parameters were set as follows: Up-ramp final-value (𝐼𝑟𝑒𝑓), 

Up-ramp, and Up-ramp at 1 pu, 25 pu/s, and 4 s. Simulation is performed on server computer Xeon E5-2630, 

8 Cores, 15 Mb Cache, and 16-thread hardware. Also, we use MATLAB/Simulink software [56]. The PI 

controller on default setting [54] is used to validate the proposed control results. 

 

4.1.  Simulation set-up of the GWO 

The GWO parameters were adjusted to obtain the optimized control: Search agent, number of 

variables, the lower and upper bounds of variables, and maximum iteration. The search agent is given at the 

values of 10, 15, 20, 25, 30, 35, and 40. There are three kinds of variables (𝐾𝑖𝑛1, 𝐾𝑖𝑛2 and 𝐾𝑜𝑢𝑡) with  

[10 10 1] and [0.01 0.01 0.01] chosen as the upper and lower bounds of variables, Maximum iteration is 

taken at 50 iterations. To validate the procedure and result of the GWO, the HVDC control was also 

optimized by genetic algorithm (GA). The GA method used in this research is optimtool provided by [56]. 

The setting of GA parameter is as follows: Population type: double vector; population size was taken at 10, 

15, 20, 25, 30, 35, and 40; creation function: uniform; initial range: [−10 10]; selection function: tournament. 

Furthermore, the iteration is taken at 50 generations. Comparison of convergence (ITSE) curves from the GA 

and GWO methods are given in Figure 6. 

 

 

 
 

Figure 6. Convergence curve of GA and GWO for current reference at 1 and 1.1 pu run in 50 iterations 

 

 

4.2.  Performance of proposed control 

The ITSE of respective transient current response (TCR) is used to assess controllers performance. 

The ITSE of controllers are compared and listed in Table 1. The ITSE for the PI, IT2F-GA, and IT2F-GWO 
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was obtained at (4.9256, 3.4649 and 3.4547)10−4, respectively. The simulation result of the PI, IT2F-GA, 

and proposed controller (IT2F-GWO) for (current reference, 𝐼𝑟𝑒𝑓=1 pu) is described in Figure 7(a). To 

distinguish the results of IT2F-GA and IFT2-GWO, the block abcd is mapped into block ABCD as shown 

in Figure 7(b). It is clear that in block ABCD of Figure 7(b), we see the direct current (Id) of the IT2F-GA 

and IT2F-GWO achieved peak value (Mpo), which are labelled by Mpo-1 and Mpo-2, respectively. Next, the 

current reference was increased to 1.01 pu, and the ITSE was monitored at (4.9794, 3.4981, and 3.4742)10−4 

for the PI, IT2F-GA, and IT2F-GWO controllers, respectively. The current reference was increased to 1.02, 

1.03, until 1.1 pu. For the current reference at 1.1 pu, the ITSE performance is monitored at (5.3614, 3.8971 

and 3.8819)10−4 for the PI, IT2F-GA, and IT2F-GWO controllers. Moreover, the average value of the ITSE 

from this scenario was obtained at (5.1704, 3.6711 and 3.6528)10−4 for the PI, IT2F-GA, and IT2F-GWO 

controllers. 

 

 

Table 1. ITSE performance of the proposed control for 0-10% load increased and in 50 iterations 
𝐼𝑟𝑒𝑓 

(pu) 

PI IT2F-GA IT2F-GWO 

ITSE (10−4) ITSE (10−4) ITSE (10−4) Search agent 𝐾𝑖𝑛1 𝐾𝑖𝑛2 𝐾𝑜𝑢𝑡 

1 4.9256 3.4649 3.4547 15 0.5047 0.2260 0.9145 
1.01 4.9794 3.4981 3.4742 25 0.9575 1.0644 0.6743 

1.02 5.0433 3.5462 3.5195 30 1.1786 0.3862 0.6698 

1.03 5.0686 3.5609 3.5485 35 1.1176 0.4921 0.6702 
1.04 5.1447 3.6365 3.6027 15 0.5317 0.01 0.7911 

1.05 5.2284 3.6629 3.6614 25 0.5991 0.01 0.7956 

1.06 5.2326 3.7213 3.6984 35 0.5729 0.8790 0.8039 
1.07 5.2509 3.7721 3.7326 25 0.01 1.4876 0.8097 

1.08 5.3073 3.7932 3.7775 25 0.2587 0.5395 0.8347 

1.09 5.3327 3.8289 3.8293 25 0.4958 0.1671 0.8561 
1.1 5.3614 3.8971 3.8819 35 0.01 0.3400 0.7882 

average 5.1704 3.6711 3.6528     

 

 

 
(a) 

 

 
(b) 

 

Figure 7. Simulation result by proposed control for final-value (Iref) at 1.0 pu, (a) response improvement of 

direct current and (b) magnification of the block abcd to the block ABCD 
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Figure 8(a) illustrates the simulation result for the current reference at 1.1 pu. Illustration of the 

direct current (Id) result in block efgh is magnified to block EFGH to differentiate the direct current of 

IT2F-GA and IT2F-GWO is depicted in Figure 8(b). In the block EFGH of the Figure 8(b), the direct 

current of the IT2F-GA and IT2F-GWO achieved peak value (Mpo). The peak values for the IT2F-GA and 

IT2F-GWO are marked by labels Mpo-3 and Mpo-4, respectively. It is shown that the peak overshoot of the 

IT2F-GWO is lower than the IT2F-GA peak overshoot. From this scenario, the proposed control gives better 

result on mitigating the current response than other competing controllers. 

 

 

 
(a) 

 

 
 (b) 

 

Figure 8. The IT2F-GWO controller response for 1.1 pu, (a) the IT2F-GWO response enhancement compared 

to other controllers and (b) to distinguish the peak overshoot of the IT2F-GA (Mpo-3) and IT2F-GWO (Mpo-4) 

controllers, so the block efgh is clarified to the block EFGH  

 

 

Simulation results of peak (maximum) overshoot (Mpo) and settling time (ts) for the current reference 

scenario are also monitored to assess the effectiveness of the proposed controller compared the others. For 

the current reference at 1 pu, the Mpo was at 1.1182 (11.82), 1.0818 (8.18), and 1.0823 (8.23) pu (%) for the 

PI, IT2F-GA, and IT2F-GWO, respectively. The settling time was obtained at time of 0.605, 0.5679, and 

0.5673 s for the PI, IT2F-GA, and IT2F-GWO controllers. Next, for the current reference was at 1.01 pu, the 

peak overshoot was achieved at 1.1271 (11.59), 1.0919 (8.11), and 1.0889 (7.81) pu (%) for the PI, IT2F-GA, 

and IT2F-GWO. The settling time was at time 0.6074, 0.5703, and 0.5691 s for the PI, IT2F-GA, and IT2F-

GWO. The simulation was also done for the current reference at 1.02, 1.03 pu, etcetera; the complete results 

of this scenario are listed in Table 2. Finally, for the Iref at 1.1 pu, the peak overshoot was at 1,214 (10.36), 

1.1828 (7.53), and 1.1792 (7.2) pu (%) for the PI, IT2F-GA, and IT2F-GWO, respectively. The settling time 

(ts) was settled at time 0.6219, 0.6103, and 0.6075 s for the PI, IT2F-GA, and IT2F-GWO controllers. Based 

on the results in this scenario, we show the proposed controller gives a smaller the integral time squared error 

(ITSE) for current reference and direct current compared to the other controllers. The peak overshoots and 

settling times of the proposed control are smaller and shorter than the others. It is shown that the proposed 

gives better result than the others for the increasing of current reference scenario. 
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Table 2. Peak overshoot and settling time performances of the proposed control  
𝐼𝑟𝑒𝑓 

(pu) 

PI IT2F-GA IT2F-GWO 

Mpo [pu (%)] ts (s) Mpo [pu (%)] ts (s) Mpo [pu (%)] ts (s) 

1 1.1182 (11.82) 0.605 1.0818 (8.18) 0.5679 1.0823 (8.23) 0.5673 

1.01 1.1271 (11.59) 0.6074 1.0919 (8.11) 0.5703 1.0889 (7.81) 0.5691 

1.02 1.1431 (12.07) 0.6081 1.0996 (7.8) 0.5761 1.099 (7.75) 0.5738 
1.03 1.154 (12.04) 0.6109 1.1164 (8.39) 0.5794 1.1092 (7.69) 0.5762 

1.04 1.1662 (12.13) 0.6113 1.1255 (8.22) 0.5819 1.1214 (7.83) 0.5793 

1.05 1.1735 (11.76) 0.6135 1.1362 (8.21) 0.5872 1.1357 (8.16) 0.5846 
1.06 1.1816 (11.47) 0.6148 1.1473 (8.24) 0.5939 1.1442 (7.94) 0.5874 

1.07 1.1899 (11.21) 0.6156 1.1586 (8.28) 0.5948 1.1524 (7.7) 0.5913 

1.08 1.1966 (10.8) 0.6173 1.165 (7.97) 0.5985 1.1623 (7.62) 0.5937 
1.09 1.2074 (10.77) 0.6207 1.171 (7.43) 0.6046 1.1705 (7.39) 0.5982 

1.1 1.214 (10.36) 0.6219 1.1828 (7.53) 0.6103 1.1792 (7.2) 0.6075 

 

 

5. CONCLUSION 

Interval type-2 fuzzy-grey wolf optimizer (IT2F-GWO) is proposed on converter side to mitigate the 

HVDC-link systems TCR at start time. The IT2F is developed by knowledge-based of the designer with 

Gaussian MF on two inputs and linear MF one output at first time. Next, three input-output parameters of the 

IT2F are adjusted by the GWO to determine the optimal value by assigning the TCRs ITSE. To obtain the 

optimal IT2F parameters, GWO is run on 50 iterations with search agents increased from 10-40 search 

agents. Simulation result show that the ITSE of the proposed control is achieved at 3.454710−4 for up-ramp 

final-value (Iref=1 pu; Up-ramp rate=25 pu/s). The simulation result of the proposed control is also 

compared to IT2F optimized by genetic algorithm (IT2F-GA) and PI control to validate its result. So, the 

IT2F-GA and PI give the ITSE at (3.4649 and 4.9256)10−4, respectively. The maximum peak overshoot 

(Mpo) of direct current is obtained at the values of 1.1182 (11.82%), 1.0818 (8.182%), and 1.0823 (8.23%) for 

the PI control, IT2F-GA, and IT2F-GWO. The settling time is achieved at 0.605, 0.5679 and 0.5673 s for the 

PI control, IT2F-GA, and IT2F-GWO. When the Iref increased toward 1.1 pu, the respective controllers give 

the ITSE at (5.3614, 3.8971, and 3.8819)10−4 for the PI, IT2F-GA, and IT2F-GWO controllers. Simulation 

results in all scenarios give the average value of ITSE at (5.1704, 3.6711, and 3.6528)10−4 for the PI,  

IT2F-GA, and IT2F-GWO. The maximum peak overshoot is obtained at 1,214 (10.36%), 1.1828 (7.53%), 

and 1.1792 (7.2%) for the PI, IT2F-GA, and IT2F-GWO. The settling time is at a time of 0.6219, 0.6103 and 

0.6075 s for the PI, IT2F-GA, and IT2F-GWO, respectively. The proposed controller can mitigate the TCR 

of converter HVDC transmission with better performance than the other controllers. 
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