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 In text summarization research, readability is a great issue that must be 

addressed. Our hypothesis is readability can be accomplished by using text 

representations that keep the meaning of text documents intact. Therefore, 
this study aims to combine sequential pattern mining (SPM) in producing a 

sequence of a word as text representation with unsupervised deep learning to 

produce an Indonesian text summary called DeepSPM. This research uses 

PrefixSpan as an SPM algorithm and deep belief network (DBN) as an 
unsupervised deep learning method. This research uses 18,774 Indonesian 

news text from IndoSum. The readability aspect is evaluated by recall-

oriented understudy for gisting evaluation (ROUGE) as a co-selection-based 

analysis; Dwiyanto Djoko Pranowo metrics, Gunning fog index (GFI), and 
Flesch-Kincaid grade level (FKGL) as content-based analysis; and human 

readability evaluation with two experts. The experiment result shows that 

DeepSPM yields better than DBN, with the F-measure value of ROUGE-1 

enhanced to 0.462, ROUGE-2 is 0.37, and ROUGE-L is 0.41. The 
significance of ROUGE results also be tested using T-Test. The content-

based analysis and human readability evaluation findings are conformable 

with the findings of co-selection-based analysis that generated summaries 

are only partially readable or have a medium level of readability aspect. 
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1. INTRODUCTION 

Natural language processing (NLP) technology is developing rapidly in the era of big data today. 

NLP is an artificial intelligence technology that can process language in many types of language at the 

lexical, semantic, or syntactic level [1]. One popular NLP application is automatic text summarization, which 

produces a summary from document collections using an extraction or abstraction approach [2], [3]. A 

summary is a condensed version of a document's content that includes most of the original text(s) 

information. Text summarization involves content reduction and generalization based on the source text's 

relevant content to produce the summary. Automatic text summarizing research frequently discovers new 

techniques to construct summaries to meet the needs of various applications and users. 

The great challenge regarding text summarization is how to produce a summary that is easy to read and 

maintains the meaning of the text. Of the many studies on Indonesian text summarization, research has yet to be 

conducted to measure the resulting summary's readability to the best of our knowledge. Most studies focus on 

https://creativecommons.org/licenses/by-sa/4.0/
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the accuracy of the algorithm used to produce the summary [4]–[8]. An automatic text summarization should 

produce a readable summary. However, most automatic text summarization approaches focus less on producing 

a readable and understandable summary. 

Text representation must be capable of preserving the meaning of the text data. There are many text 

representations used in NLP research, beginning from the basic text representation such as a bag of words 

[9], [10], multiple of words or N-gram [11], semantic text representation [12], [13], until word embedding 

representation [14], [15]. One multiple-word representation is the sequence of words (SoW), a text 

representation that pays attention to the relation between words, even sentences and paragraphs. Text mining 

applications such as text classification and clustering have been shown to benefit from the sequence of words 

[16], [17], information retrieval [18]–[20], and even text summarization for English [21] and Malay [22]. 

However, every language has a unique grammar structure that influences the text's meaning. For 

example, the structure is adjective-noun in English, Japanese, and Dutch. Nonetheless, the structure is noun-

adjective in Indonesian and German, for example, such as "beautiful girl" in English but "gadis (girl) cantik 

(beautiful)" in Indonesian. The language itself heavily influences the meaning of the text. Because "Adhaya 

is taller than Shafa" and "Shafa is taller than Adhaya" are different. The sequence of words attempts to 

preserve the meaning of the text by focusing on the order in which the words appear. To find the sequential 

item, this study employs sequential pattern mining (SPM) (in this case, sequence of words) [18], [23]. SPM 

produces a sequence of words that can be implemented in any language, including Indonesian. 

There are numerous methods for automatic text summarization, such as feature-based methods [24], 

[25], graph-based methods [26], and deep learning [27]–[31]. The latest research on Indonesian text 

summarization that produced Indonesian dataset benchmarks named IndoSum [32] and IndoLEM [33] did 

not consider the readability of the generated summary. IndoSum provides an Indonesian news dataset for text 

summarization research. Then, IndoLEM developed IndoSum research to provide more Indonesian news 

datasets and increase the performance in producing summary results compared with IndoSum. IndoSum and 

IndoLEM also use deep learning. IndoSum uses long short-term memory (LSTM), while IndoLEM uses 

bidirectional encoder representations from transformers (BERT). deep learning was discovered to outperform 

other methods in developing Indonesian automatic text summarization [32], [33]. Most of those previous 

research use supervised deep learning to generate automatic summaries, even though many studies use 

unsupervised deep learning for automatic text summarization with good results too [34]–[38]. Unfortunately, 

these studies focus on automatic text summarization in English. 

Based on the findings discussed above, this study takes advantage of the opportunity to use 

unsupervised deep learning with deep belief network (DBN) for Indonesian automatic text summarization. 

This study will integrate SPM with DBN as unsupervised deep learning (named DeepSPM) to increase the 

quality of summary results. Furthermore, the focus and novelty of this study is the readability of the summary 

results. The summary results of previous research projects are generally measured by recall and precision 

utilizing ROUGE evaluation [39]–[41]. Unfortunately, only using co-selection-based analysis, such as 

ROUGE, to assess the readability level of the automatic summary results is insufficient, so this study 

includes content-based analysis and human readability evaluation. This study's evaluation of readability using 

content-based analysis and humans is challenging because the metrics and instruments used must be 

consistent with Indonesian language characteristics. Based on the problem statement, the objectives of this 

research are as follows: i) to integrate sequential pattern mining and deep learning (DeepSPM) as an 

enhanced model to produce Indonesian text summary, and ii) to evaluate the readability of Indonesian text 

summary using co-selection-based analysis, content-based analysis, and human readability evaluation. 

 

 

2. METHOD  

2.1.  Research activities and materials 

This study includes several activities, which are depicted in Figure 1. These activities include data 

collection and preparation, producing an Indonesian automatic text summary using DBN, producing an 

Indonesian automatic text summary using a combination of SPM and DBN (DeepSPM), and evaluating the 

Indonesian text summary result of DBN and DeepSPM using co-selection-based analysis, content-based 

analysis, and human readability evaluation. ROUGE is used for co-selection analysis, and Dwiyanto Djoko 

Pranowo metrics, gunning fog index (GFI), and Flesch-Kincaid grade level (FKGL) are used for content 

analysis and human readability evaluation with two Indonesian language experts. These evaluations aim to 

determine whether the proposed approach can generate a readable Indonesian text summary. 

In gathering and preparing the dataset activity, this research uses the IndoSum dataset that contains 

news articles from CNN Indonesia, Kumparan, Merdeka.com [32]. This dataset is commonly used as a 

reference in Indonesian automatic text summarization research. The news article dataset is divided into six 

categories: Entertainment, Inspiration, Sport, Showbiz, Headline, and Technology. IndoSum news articles are 

comprised of 18,774 news documents that are published in JSON format.  
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The following process is text pre-processing, a significant step in most computational linguistics 

investigations. Pre-processing raw texts ensures an appropriate representation and can be used effectively in 

experiments. Numerous text pre-processing processes are used in this work, including sentence separation, 

case-folding, tokenizing, deleting regular expressions (non-letter characters), removing Indonesian 

stopwords, and stemming using the Nazief-Adriani algorithm for the Indonesian language. Furthermore, the 

Sastrawi Python library can prepare Indonesian text data during the pre-processing phase [42]. Sastrawi 

provides the Indonesian stop words list and Nazief-Adriani as a popular stemming process for Indonesian 

text [43]. 

There are two experiment scenarios: (1) produce an Indonesian text summary with DBN, and (2) 

produce an Indonesian text summary with a combination of DBN and SPM (DeepSPM). The experiment is in 

Python, utilizing multiple libraries, including natural language toolkit (NLTK), Sastrawi, and PrefixSpan for 

SPM. The DBN algorithm is then created based on earlier research that used DBN for extractive text 

summarization [44]. This model already incorporated the RBM algorithm. In accordance with the 

requirements of this study, the model has been updated to be suited for Indonesians. Aside from replacing the 

stopwords list and dictionary for the Indonesian language, the features have been minimized to meet the 

needs of summarizing the Indonesian text. This study employs the following features: sentence position, 

numerical token, named entity recognition, sentence length, TS-ISF, and sentence-to-centroid similarity. The 

final process is evaluation, including co-selection-based analysis, content-based analysis, and human 

readability evaluation. 

 

 

 
 

Figure 1. Research activities 

 

 

2.2.  Evaluation methods  

2.2.1. Co-selection-based analysis 

A co-selection-based analysis is a summary evaluation with a reference summary. The co-

selection-based evaluation requires a document comparison summary based on the terms' co-occurrence in 

the system summary. The evaluation is performed by selecting frequent phrases from the system and 

reference summaries. ROUGE is a popular text summary evaluation tool. ROUGE is frequently used as a 

metric for summarizing results. ROUGE evaluates informativeness similarly to precision, recall, and  

F-measure. This research uses co-selection-based analysis with ROUGE-1, ROUGE-2, and ROUGE-L. 

ROUGE-1 and ROUGE-2 are a part of ROUGE-N, where N is 1, 2, 3, and 4. ROUGE-N score evaluation 

uses N-gram overlaps between the candidate and reference documents. ROUGE-N equation is available  

in (1) [40], [45].  

 

𝑅𝑂𝑈𝐺𝐸 − 𝑁 =  
∑ ∑ 𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ(𝑔𝑟𝑎𝑚𝑛)𝑔𝑟𝑎𝑚𝑛∈𝑆𝑆∈{𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑆𝑢𝑚𝑚𝑎𝑟𝑖𝑒𝑠}

∑ ∑ 𝐶𝑜𝑢𝑛𝑡(𝑔𝑟𝑎𝑚𝑛)𝑔𝑟𝑎𝑚𝑛∈𝑆𝑆∈{𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑆𝑢𝑚𝑚𝑎𝑟𝑖𝑒𝑠}
 (1) 

 

In which n is the length of an N-gram, gramn is the maximum number of N-grams found in a 

candidate summary and a set of reference summaries, and countmatch(gramn) is the maximum number of  

N-grams found in a candidate summary and a set of reference summaries. Conversely, ROUGE-L is based on 

the longest common subs. The longest common subsequence problem automatically determines the longest 

co-occurring in sequence N-grams by considering sentence-level structure similarities. The LCS has the 

advantage of not requiring consecutive matches but rather in-sequence matches that reflect sentence-level 

word order. It does not require a predefined N-gram length because it includes the sequence's longest 

common N-grams. The ROUGE-N equation is provided in (2). 

 

𝑅𝑂𝑈𝐺𝐸 − 𝐿 =  
𝐿𝐶𝑆(𝑔𝑟𝑎𝑚𝑛)

𝐶𝑜𝑢𝑛𝑡(𝑔𝑟𝑎𝑚𝑛)
 (2) 

 

LCS(gramn) is the longest common subsequence between the reference and model outputs. Then, 

gramn is the maximum number of N-grams found in a set of candidate and reference summaries. 
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2.2.2. Content-based analysis 

The content-based analysis is carried out without a reference summary and is used to assess the 

readability of the summary result. Text readability can be determined by the content and relatedness of 

sentence aspects [46]. The difficulty of the language's syntax and vocabulary and the relatedness between 

sentences (between previous and following sentences) determine the readability of the reference summary 

and the system's summary result. Readability can be evaluated using content-based analysis metrics 

evaluations, such as [46]–[49]: i) The FKGL evaluates text readability by using word complexity and 

sentence length, where difficult words and longer sentences influence the reader's focus to understand the 

meaning of the text; ii) GFI is a method for counting words with three or more syllables and determining 

grade levels based on the overall number of sentences; iii) The SMOG index (SMOGI) counts polysyllabic 

words in a defined number of sentences and provides an index of the text's relative complexity; iv) The 

Coleman-Liau index (CLI) uses length in characters in text to measure readability since, in this equation 

estimation, The length of a word in letters is superior to the length of a word in syllables; (5) The automated 

readability index (ARI) is a readability statistic used to assess text reading difficulty levels; and (6) 

relatedness with previous sentence (RPS) is a sentence readability measurement based on the cosine 

similarity calculation.  

As previously stated, no one has concentrated on analyzing the readability of the summary outcomes 

in the Indonesian automatic text summarizing study. The study conducted that evaluated the readability of an 

Indonesian text using customer comments from the commercial website, not automated text summary [50]. 

Content-based analysis is required to assess the readability of Indonesian text. For English, SMOGI, GFI, and 

FKGL are utilized. Many studies employ readability metrics for English, while in Indonesian language study, 

FKGL, SMOGI, and GFI are appropriate [50]. Because evaluation using SMOGI may be done efficiently 

with a minimum of 30 sentences, the summary result should include more than 30 sentences. A GFI of 7 or 8 

is ideal for readability. Most people find anything over the age of 12 too difficult to read. For example, the 

Bible, Shakespeare, and Mark Twain all have fog indexes of around 6. Time, Newsweek, and The Wall 

Street Journal average is around 11. While FKGL values between 0 and 6 are considered average, FKGL 

values between 6 and 12 are considered Skilled, and FKGL values between 12 and 18 are considered Skilled. 

Text written after the age of 18 is difficult to read. Equation (3) contains the FKGL equation, while (4) 

contains the GFI equation. 
 

𝐹𝐾𝐺𝐿 = 0.39 (
𝑊

|𝑆𝑢𝑚|
) + 11.8 (

𝑆𝑦𝑙

𝑊
) − 15.59 (3) 

 

𝐺𝐹𝐼 = 0.4 [(
𝑊

|𝑆𝑢𝑚|
) + 100 (

𝑐𝑤

𝑊
)] (4) 

 

Several Indonesian language studies use English readability measurements (such as GFI, SMOGI, 

and FKGL) to assess the readability of Indonesian text, and most use surveys to do so [51]–[54]. Among the 

many Indonesian studies that employ surveys, questionnaires, and various measuring instruments for English, 

Dwiyanto Djoko Pranowo created a specific measuring instrument for Indonesian [50], [55]. Dwiyanto's 

measurements provide thirteen indications for evaluating the readability of Indonesian text. The thirteen 

indicators are classified as easy, medium, or tough to read. The readability of the Indonesian text can be 

determined by summing all indications depending on the range of criteria values. These indicators are as 

follows: i) the average number of paragraphs, ii) the average number of sentences per paragraph, iii) the 

sentence length, iv) the percentage of extension sentences, v) the percentage of compound sentences, vi) the 

percentage of sentences with polysemy, vii) the percentage of passive sentences, viii) the percentage of 

unfamiliar words, ix) the percentage of abstract words, x) the percentage of terms, xi) the percentage of 

conjunctions, and xii) the percentage of loan words. Dwiyanto's measurement conversion value is 13.0-21.7, 

which means easy; 21.8-30.5, which means medium; and 30.6-39, which indicates hard to read. Dwiyanto's 

stats are calculated using (5). 

 

𝐷𝑤𝑖𝑦𝑎𝑛𝑡𝑜′𝑠 = ∑ 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟𝑖
13
𝑖=1  (5) 

 

2.2.3. Human readability evaluation 

Human evaluation is also necessary to ensure that the summary result is readable. Human readability 

is assessed using an expert/native/reader. Language experts should be involved in the evaluation, although 

this is rarely done. This is due to the limited time and professional resources available to test the readability 

of the text one by one, particularly when dealing with an enormous number of documents. Subjectivity can 

also have an impact on the outcomes of this human measurement. As a result, specialists who are odd in 

number perform human measurements best and have no personal stake in the outcome.  
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The factors for determining text readability are extremely diverse. It varies from one researcher to 

the next. However, automated text summarization research provides multiple grading criteria, including 

human evaluation. The experts will rate each summary result produced by the algorithm. The ratings are 

readable, partially readable, and non-readable, with numerous factors considered [47], [56]: i) the summary 

must be understandable, non-redundant, and focused on the main issue; ii) the summary's sentences must be 

complete and related to one another; and iii) the summary must not contain difficult language. If the 

summary meets all the above criteria, it is considered readable. The summary is classified as partially 

readable if it meets half of the requirements. Otherwise, it is considered unreadable. 

Two Indonesian language experts are involved in the examination of human readability. The human 

assessment carried out by experts in measuring the readability of the automatic summary results does not 

actually have a standard format, but the evaluation can consider several aspects of readability such as: i) the 

question that aims to get the opinion about whether the summary result is easier to read or directly easy to 

understand the content; ii) the question that aims to know the opinion of the readability level of the summary 

result that has three options: unreadable, readable, or partially readable [46]; iii) the question that seeks to 

determine whether the assessors believe the summary result has content that is relevant to the main topic 

[46]; iv) the inquiry that seeks to examine if there is continuity between sentences in the summary results 

because continuity between sentences is one sign of a text's readability [46]; and v) the query that seeks to 

determine whether the summary result contains entire sentence qualities, resulting in a document that is both 

structurally sound and conveys information that is easily read and understood. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Proposed deep sequential pattern mining (DeepSPM) for Indonesian text summarization 

The DBN is a deep neural network comprising layers of restricted Boltzmann machines (RBMs) 

stacked on each other [57]. This technique learns all the top-down approaches and most significant generative 

weights layer by layer. These weights govern how variables in one layer affect variables in the layer above 

[58]. DBN can be used for unsupervised learning tasks like feature dimensionality reduction as well as 

supervised learning tasks like developing classification or regression models. A DBN is trained in two stages: 

layer-by-layer training and fine-tuning. After completing unsupervised training, fine-tuning refers to using 

error back-propagation methods to fine-tune the DBN's parameters. RBM networks are two-layer stochastic 

networks [59]. The RBM algorithm has two learning processes: gradient method and contrastive divergence, 

a quick learning method for RBM, and its described steps are in the passage [60].  

This study's DBN model has six hidden layers that provide features for producing an Indonesian text 

summary:  

a. The sentence position score determines a sentence's position within a text document. The opening and last 

phrases of a document are always the most important and contain the most information [36]. The feature 

of position is determined using (6). 

 

𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = {
1, 𝑖𝑓 𝑓𝑖𝑟𝑠𝑡 𝑜𝑟 𝑙𝑎𝑠𝑡 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒

𝑁−𝑃

𝑁
, 𝑖𝑓 𝑜𝑡ℎ𝑒𝑟𝑠

 (6) 

 

b. The sentence length score determines how many words are in a sentence. Short sentences do not convey a 

lot of information. The feature score in (7) determines the important sentence based on its length. 

 

𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑙𝑒𝑛𝑔𝑡ℎ𝑖
=

𝑤𝑜𝑟𝑑 𝑖𝑛 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑖

𝑤𝑜𝑟𝑑𝑠 𝑠 𝑖𝑛 𝑙𝑎𝑟𝑔𝑒𝑠𝑡 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒
 (7) 

 

c. Each word's appearance score is calculated using a numerical token score. The sum of the numerical 

values in a sentence is referred to as a numerical token. The equation is used to calculate it (8). 

 

𝑁𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙𝑇𝑜𝑘𝑒𝑛𝑖
=

𝑛𝑢𝑚_𝑛𝑢𝑚𝑒𝑟𝑖𝑐𝑐𝑖

𝑙𝑒𝑛
 (8) 

 

where, 𝑛𝑢𝑚_𝑛𝑢𝑚𝑒𝑟𝑖𝑐𝑐𝑖
 are the numerical tokens in 𝑖𝑡ℎ sentence, and 𝑙𝑒𝑛 is the total words in 𝑖𝑡ℎ 

sentence. 

d. The named entity recognition score reveals or detects important textual information. NER is the process 

of identifying and categorizing important information in a text. An entity is simply something that 

appears or is mentioned in the text several times. An organization, a person, a location, a date, a time, a 

model, a percentage, and other named entity types are examples. The entity's appearance in the sentence 
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determines the NER score. 

e. Term frequency and inverse sentence frequency score (TS-ISF) count how words appear in a sentence. 

For information retrieval systems, (TF-IDF) is necessary. In this study, text summarizing is done for a 

single document. TS-ISF calculation is available in (9). Where 𝑖𝑠𝑓 is the total occurrences of each term of 

𝑖𝑡ℎ sentence in all other sentences, 𝑡𝑓 is the term frequency of each term in 𝑖𝑡ℎ sentence, and 𝑙𝑒𝑛 is the 

total words in 𝑖𝑡ℎ sentence.  

 

𝑇𝐹𝐼𝑆𝐹𝑠𝑐𝑜𝑟𝑒 =
log(∑ 𝑡𝑓 ×𝑖𝑠𝑓𝑎𝑙𝑙_𝑤𝑜𝑟𝑑𝑠 )

𝑙𝑒𝑛
 (9) 

 

f. The centroid similarity score calculates the center of similarity between sentences. The cosine similarity 

between the centroid and the phrase is used to obtain this score. The centroid is the sentence with the 

highest TF-ISF. An equation calculates each sentence's cosine similarity to the centroid (10). 

 

𝐶𝑜𝑠𝑠𝑖𝑚𝑖
= cos(𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑖, 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑) =  

𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑖×𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑

||𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑖||×||𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑||
  (10) 

 

Figure 2(a) depicts the DBN model or architecture used to achieve this objective. Begin with the 

input layer, then move on to the visible layer, the seven hidden layers, and the output layer. There are six 

RBMs, each with its fine-tuning method. The PrefixSpan algorithm is used in this investigation [61] as one of 

the SPM methods. The sequential pattern layer process depiction will be inserted as a hidden layer in the 

DBN model. As a result, Figure 2(b) depicts the proposed architecture for combining DBN with SPM. As a 

result, there are eight hidden layers and seven RBM in the DBN and SPM procedure to produce an 

Indonesian test summary.  

 

 

  
(a) (b) 

 

Figure 2. Proposed methods architecture: (a) DBN architecture and (b) DeepSPM architecture 

 

 

3.2.  Co-selection-based analysis of experimental results of DeepSPM for Indonesian text summarization 

This section summarizes the DBN ROUGE-1, ROUGE-2, and ROUGE-L results and the combined 

DBN and SPM results. This evaluation aims to compare DBN's performance with and without SPM. 

Precision, recall, and F-measure score are all considered in ROUGE's evaluation. Table 1 and Figure 3 

present the ROUGE evaluation results of DBN and DeepSPM for Indonesian text summarization. ROUGE-1, 

ROUGE-2 and ROUGE-L results show an intriguing trend. These findings indicate that the proposed 

technique, which combines DBN and SPM, outperforms DBN alone in precision, recall, and F-measure. 
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Although the difference in value is not statistically significant, the combination of DBN and SPM improves 

recall and F-measure scores over DBN alone. However, the combination of DBN and SPM has significant 

value for precision value. It is almost three times increased. 

 

 

Table 1. ROUGE evaluation result of DBN and DeepSPM 
Method Evaluation Precision Recall F-measure 

DBN 

ROUGE-1 0.6659 0.3431 0.4529 

ROUGE-2 0.5317 0.2720 0.3599 

ROUGE-L 0.5904 0.3046 0.4019 

DeepSPM 

ROUGE-1 0.6798 0.3501 0.4621 

ROUGE-2 0.5460 0.2791 0.3694 

ROUGE-L 0.6031 0.3107 0.4101 

 

 

3.3.  Content-based analysis for readability evaluation of DeepSPM summary result  

3.3.1. Dwiyanto Djoko Pranowo metrics result 

There has not been much research on the readability of Indonesian literature. No one has 

concentrated on measuring the readability of summary outcomes in Indonesian automatic text summarization 

technology. The lack of a readability assessment metric specific to the Indonesian language is due to the 

limited study on assessing the readability of Indonesian literature. Several kinds of research on Indonesian 

text readability have adopted FKGL, GFI, and SMOGI, which are still compatible with Indonesian characters 

[50]. Dwiyanto Djoko Pranowo discovered only one statistic for gauging the readability of Indonesian text 

throughout this research [55]. Dwiyanto's metrics include thirteen indications derived from three text 

components: paragraphs, phrases, and words. The thirteen indicators are classified as easy, medium, or tough 

to read. The readability of the Indonesian text can be determined by summing all indications depending on 

the range of criteria values. 

Based on the evaluation results of Dwiyanto's metrics for the readability of DBN and Deep SPM 

summary results, which are presented in Table 2, the summary results of DBN and DeepSPM have the same 

level of readability. DeepSPM has a higher score than DBN according to Dwiyanto's metrics (DBN has a 

value of 21.35, while DeepSPM has a value of 20.94). The sentence length in the summary results has a 

category level that is difficult to read based on the value of each indicator. The average sentence contains a 

long word (more than 15 words). DeepSPM outperforms DBN in terms of indicator scores for terms and 

conjunctions. Similarly, loan words. This is influenced by data sources originating from news portals, where 

the average reader is older than a teenager, allowing for the use of many borrowed words and long sentences. 

 

 

Table 2. Readability indicators and score result of DBN and DeepSPM using Dwiyanto metrics 

Indicators 
DBN DeepSPM 

Average Score Average of Dwiyanto's Score Average Score Average of Dwiyanto's Score 

1. Paragraph 1.00 1.00 1.00 1.00 

2. Sentence Count 8.75 1.19 8.78 1.00 

3. Sentence Length 15.16 2.95 15.09 2.95 

4. Extension 5.15 1.00 5.12 1.00 

5. Compound 5.29 1.00 5.26 1.00 

6. Polysemy 5.44 3.00 5.41 3.00 

7. Passive Sentence 4.42 1.00 4.41 1.00 

8. Unfamiliar Word 1.17 1.00 1.16 1.00 

9. Abstract Word 5.16 1.00 5.14 1.00 

10. Terms 5.46 1.70 5.43 1.70 

11. Conjunctions 5.11 1.88 5.07 1.66 

12. Loan 4.99 2.38 4.96 2.38 

13. Phrase 4.19 2.24 4.17 2.25 

Total of Dwiyanto's Score 21.35 20.94 

Category Easy Easy 

Note: Bold means the lowest value, the lowest value is better except for sentence count and polysemy 

 

 

3.3.2. Gunning fog index result 

The Gunning fog index equation's underlying message is that short sentences in simple English 

outperform long words in sophisticated language. A fog index score of 7 or 8 is optimal for readability. Most 

people find anything above 12 too difficult to read. As a result, based on the GFI evaluation result in  

Figure 3, the summary result of DBN and DeepSPM is still understandable for readers, as the average value 

is still less than 12. DBN has a value of 10.15, while DeepSPM has a value of 10.10. DBN and SPM are not 
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significantly different, including maximum, minimum, and summary results above 12. DeepSPM, on the 

other hand, produces more summary results that are easier to read than DBN. The number of summaries with 

GFI values less than 8 indicates this. According to GFI metric theory, the value around 11 represents 

publication text, such as news. It is related to a dataset obtained from a news portal and used in this study. 

DBN and DeepSPM, on the other hand, have a lower GFI score when compared to previous research [50]. 

 

 

  
 

Figure 3. Result of GFI metrics for DBN and DeepSPM 

 

 

3.3.3. Flesch-Kincaid grade level 

The Flesch-Kincaid grade level, originally developed for the United States Navy, is best used in 

education. The US Department of Defense employs the Flesch-Kincaid grade level equation as a standard 

test. The procedure for analyzing the results is straightforward. The Flesch readability scores are the most 

widely used and evaluated readability scores. The reading level of the FKGL score is divided into three 

categories: easy, medium, and difficult to read. The easy category has FKGL values ranging from 0 to 6, 

medium has FKGL values ranging from 6 to 12, and hard has FKGL values ranging from 12 to 18 and above 

18. Figure 4 shows that DBN and DeepSPM produce text summaries with average FKGL values of 19.19 for 

DBN and 19.12 for DeepSPM, based on references about the readability level using FKGL. It indicates that 

the Indonesian summary result is difficult to read because it is above 18. DeepSPM, on the other hand, has a 

lower FKGL maximum value than DBN. Then, both DBN and DeepSPM have a score of 7 for the FKGL 

minimum value. This means that DBN and DeepSPM can generate readable summaries. 

 

 

  
 

Figure 4. Result of FKGL metrics for DBN and DeepSPM 

 

 

3.4.  Human readability evaluation for DeepSPM summary result  

This study asks two Indonesian language experts to evaluate the readability of the summary results. 

All evaluators willingly agreed to be one of the readability evaluators of the summary results for this study, 

with no conflict of interest. The evaluators will be required to read and complete the designed evaluation 

instrument. The first question becomes the main one in determining which DBN and DeepSPM summary is 

easier to read. Questions Q2 through Q5 will provide a more in-depth examination of the readability of the 

generated summary. The evaluation form includes evaluation objectives, instructions, summary results from 
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DBN and DeepSPM (a DBN and SPM combination), and questions about assessing the readability of an 

Indonesian text. The human readability evaluation results are classified into questions. Five questions about 

the readability of Indonesian text have been compiled from various sources. These questions are:  

Q1: Which summary is easier to read?  

Q2: What is the readability level of the summary you chose in question 1?  

Q3: Does the summary result you chose in Question 1 focus on the main topic?  

Q4: Is each sentence in your selected summary related to one another? 

Q5: Does the summary result you choose in Question 1 contain incomplete sentences (not complete with 

Subject, Predicate, and Object)? 

The first 1,878 sample summary results for each method were entered into the instrument by the 

evaluators (DBN and DeepSPM). Q1 through Q5 are answered in order. The first question becomes the main 

one in determining which DBN and DeepSPM summary is easier to read. Questions Q2 through Q5 will 

provide a more in-depth examination of the readability of the generated summary. When both evaluators (two 

evaluators) have a similar agreement when choosing DBN, DeepSPM, or both, the result of Q1 is taken. 

Based on the evaluation result of Q1 shown in Figure 5, two evaluators agree that five generated summaries 

from DBN are easier to read than 585 generated summaries from DeepSPM. The evaluators also agree that 

the 175 generated summaries from DBN and DeepSPM are both easy to read. This result demonstrates that 

DeepSPM outperforms DBN in producing more readable summaries. 

An in-depth analysis was performed to evaluate the level and other readability indicators of 

DeepSPM's generated summary. The evaluation result of Q2 until Q5 are presented in Table 3. Based on the 

Q2 results, both evaluators agree that the readability level of the DeepSPM-generated summary is Partially 

Readable. Evaluators 1 and 2 rate DeepSPM-generated summaries as Partially Readable in 44.79% and 

98.12% of cases, respectively. This means that while DeepSPM's generated summary is easier to read than 

DBN's, readers must exert more effort to comprehend the idea or event in the generated summary.  

 

 

 

 

Figure 5. Result of Q1 for human evaluation 

 

 

Table 3. Result of Q4-Q5 for human evaluation 
ID Choice Evaluators Total Percentage ID Choice Evaluators Total Percentage 

Q1 Readable Evaluator 1 302 51.62% Q3 Yes Evaluator 1 398 68.03% 

Evaluator 2 11 1.88% Evaluator 2 582 99.49% 

Partially Readable Evaluator 1 262 44.79% No Evaluator 1 187 31.97% 

Evaluator 2 574 98.12% Evaluator 2 3 0.51% 

Unreadable Evaluator 1 21 3.59% Q4 Yes Evaluator 1 398 68.03% 

Evaluator 2 0 0.00% Evaluator 2 583 99.66% 

Q2 Yes Evaluator 1 398 68.03% No Evaluator 1 187 31.97% 

Evaluator 2 582 99.49% Evaluator 2 2 0.34% 

No Evaluator 1 187 31.97% Q5 Yes Evaluator 1 284 48.55% 

Evaluator 2 3 0.51% Evaluator 2 11 1.88% 

     No Evaluator 1 301 51.45% 

    Evaluator 2 574 98.12% 

 

 

Then, the next evaluation (Q3) concerns whether the generated summaries from DeepSPM focus on 

the news topic category. There are six news topic categories that provide in IndoSum dataset: entertainment 

(hiburan), inspiration (inspirasi), sport (olah raga), showbiz, headline (tajuk utama) and technology 
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(teknologi). The evaluators will choose “Yes” if the generated summary focuses on the news topic category 

and “No” if otherwise. The result shows that evaluators 1 and 2 agree that most of the generated summaries 

from DeepSPM are related to the news topic category. The next question, Q4, concerns relatedness between 

sentences in the generated summary from DeepSPM. Evaluators will choose “Yes” if the sentences in the 

generated summary are related to each other, while “No” for vice versa. The result shows that evaluators 1 

and 2 agree that most of the generated summary from DeepSPM has sentences related to each other. The 

final question, Q5, determines whether the DeepSPM-generated summary result contains incomplete 

sentence attributes such as subject, predicate, and object. Evaluators will respond “Yes” if the generated 

summary contains an incomplete sentence and “No” if it does not. The evaluation result for Q5 shows that 

Evaluators 1 and 2 agree that most generated summaries have no incomplete attributes. 

 

3.5.  Discussion 

This research proposes deep belief network (DBN) as an unsupervised learning approach in the 

Deep Learning method to generate Indonesian text summaries. As a result, this study used the IndoSum 

dataset to construct a summary of Indonesian texts using DBN as an unsupervised deep learning method. 

Then, SPM and DBN are combined as a proposed method called DeepSPM. SPM shows improvement in 

precision, recall, and F-measure values, according to the experiment results using ROUGE-1, ROUGE-2, and 

ROUGE-L. The recall, precision, and F-measure value have increased after DBN is combined with SPM. 

The precision of ROUGE-1, ROUGE-2, and ROUGE-L have increased from 0.6659, 0.5317, and 0.5904 to 

0.6798, 54.6%, and 0.6031. Recall of ROUGE-1, ROUGE-2, and ROUGE-L have increased from 0.3431, 

0.2720, and 0.3046 to 0.3501, 0.2791, and 0.3107. Then, the F-measure of ROUGE-1, ROUGE-2, and 

ROUGE-L also increased from 0.4529, 0.3599, and 0.4019 to 0.4621, 0.3694, and 0.4101. Seeing that SPM 

(using sequences of words as text representation) can improve the performance of summary results on 

unsupervised deep learning. Even though the result of DBN is lower than previous deep learning method for 

Indonesian text summarization, such as NeuralSum [32] and IndoBERT [33], but for further research 

combine SPM with those methods to enhance the performance. 

The evaluation of readability for the Indonesian text summary result is one of the main concerns of 

the present study. Only a little research on automatic text summarization focused on the readability of 

summaries. To the best of our knowledge, no automatic text summarization research for the Indonesian 

language considers the readability of the generated summary. Therefore, this study has proposed three 

evaluation methods to evaluate the readability of Indonesian texts summary: co-selection, content-based and 

human readability evaluation.  

As previously stated, studies have yet to focus on evaluating the readability of the summary results 

in Indonesian automatic text summarization research. However, a study assessed the readability of an 

Indonesian language website [50]. Most automatic text summarization studies use co-selection-based 

analysis, such as ROUGE, to measure generated summaries. Co-selection based method alone is not enough 

to measure the readability of the summary since it is only based on the similarity score. Therefore, besides 

co-selection-based analysis, this research also evaluates the readability of generated summaries with content-

based analysis and human readability evaluation. As a result, this research evaluated readability using co-

selection-based analysis (ROUGE-1, ROUGE-2 and ROUGE-L); content-based analysis (Dwiyanto Djoko 

Pranowo metrics, gunning fog index (GFI) and Flesch-Kincaid grade level (FKGL)); and human readability 

evaluation by two Indonesian language experts. 

Readability evaluation using GFI shows that the summary result of DBN and DeepSPM is 

applicable to read. In addition, based on the GFI value, DeepSPM has higher readability than DBN because 

its GFI value is lower than DBN. Besides that, more summary results have a GFI score below eight on 

DeepSPM, meaning more articles are easier to read than DBN. The readability evaluation using FKGL found 

that DeepSPM has a lower value than DBN, which means that DeepSPM is easier to read than DBN, as 

evidenced by the FKGL value. In addition, a human readability evaluation for Indonesian text summarization 

is performed. Overall, the human readability evaluation results show that DeepSPM is better in terms of ease 

of readability. 

Further analysis into the readability of DeepSPM shows that most of the generated summaries are 

partially readable according to all evaluators. Two evaluators agree that the summary results focus on the 

news topic category, have connectivity between sentences, and have fairly complete sentence attributes. The 

interesting discovery comes from one of the evaluators who has a different opinion about the main idea, the 

text's cohesiveness, and the completeness of sentence attributes in the entire text. This indicates that further 

research can be done to measure other aspects of machine-generated text summaries' readability. 

Overall, this research contributes to i) producing an extractive Indonesian text summarization that 

incorporates a sequence of words as a structured representation of text using sequential pattern mining to 

improve summary quality; ii) investigating the impact of combining sequential pattern mining with 

unsupervised deep learning, the DBN, in generating Indonesian automated text summarization; and  
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iii) measuring the readability of Indonesian text summary with readability measurement using co-occurrence 

analysis. This research has implications for the development of automatic text summarization research in the 

research community in Indonesia. It can be used as a baseline that the readability aspect is important in the 

summary results. It is not enough to evaluate using co-selection-based analysis but must also be equipped 

with content-based analysis and human readability evaluation. Likewise, the human readability evaluation 

instrument can be adapted for future research. 
 

 

4. CONCLUSION 

This study proposes DeepSPM, an unsupervised deep learning with deep belief network (DBN) 

combined with sequential pattern mining (SPM) method for generating Indonesian text summaries. Overall, 

the findings of this study show that SPM can improve summary quality. The ROUGE-1, ROUGE-2, and 

ROUGE-L evaluation results show that the combination of DBN and SPM (DeepSPM) has the highest 

precision, recall, and F-measure value, indicating that incorporating text representation into the deep learning 

model has a better effect on Indonesian text summary generation. The results of content-based analysis and 

human readability evaluation support the results of similarity measurement using ROUGE as a co-selection-

based analysis. The readability evaluation of the summary results of Indonesian texts, specifically the results 

of Dwiyanto's, GFI, and FKGL, show that the average readability of the generated text is at the medium 

level. This is also consistent with the results of the human readability evaluation, which show that most of the 

generated summaries are partially readable according to all evaluators. The summary results are focused on 

the news topic category, have connectivity between sentences, and have complete sentence attributes, 

according to two evaluators. Because most generated summary results are still partially readable, this lays the 

groundwork for better understanding reader expectations when it comes to judging the readability of 

machine-generated summary. This result shows that the proposed DeepSPM method produced better results 

in the aspect of readability. 

This research has also revealed a few issues that need further investigation. As a result, several 

potential future studies to improve the current work are suggested. It is hoped that this research has paved the 

way for future research. Therefore, for further work, SPM can be used for multiple document summarization. 

Furthermore, it is intriguing to learn how SPM influences abstractive text summarization because abstract 

summarization produces a summary that differs from the original text. According to the human readability 

evaluation, the aspect of text cohesion and coherence should be given more attention to producing better 

Indonesian text summaries. Because it focuses on the relationship between words, clauses, sentences, and 

paragraphs, cohesion is a micro-level feature in a text. Word references, repetition of words or phrases, 

ellipsis, pronouns, conjunctions, and lexical aspects such as synonyms, antonyms, hyponyms, or collocations 

must all be used as cohesion tools. While text coherence is a macro-level feature in a text due to the 

relationship between paragraphs in the text, where the paragraph framework is concerned. Then, combining 

SPM with other deep learning methods, such as SumBasic, latent semantic analysis, LexRank, TextRank, 

Bayesian, hidden Markov model, NeuralSum, and IndoBERT, for Indonesian text summarization research 

can be considered. Although using a sequence of words as a text representation can improve the quality of 

generated Indonesian text summaries, evaluating readability remains difficult and requires further research. 

Other text readability metrics include SMOGI, CLI, ARI, and RPS. However, more research is needed to 

determine whether it is appropriate for Indonesian texts. 
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