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 This paper shows the development of a virtual environment for a mobile 

robotic system with the ability to recognize basic voice commands, which are 

oriented to the recognition of a valid command of bring or take an object from 

a specific destination in residential spaces. The recognition of the voice 

command and the objects with which the robot will assist the user, is 

performed by a machine vision system based on the capture of the scene, 

where the robot is located. In relation to each captured image, a convolutional 

network based on regions is used with transfer learning, to identify the objects 

of interest. For human-robot interaction through voice, a convolutional neural 

network (CNN) of 6 convolution layers is used, oriented to recognize the 

commands to carry and bring specific objects inside the residential virtual 

environment. The use of convolutional networks allowed the adequate 

recognition of words and objects, which by means of the associated robot 

kinematics give rise to the execution of carry/bring commands, obtaining a 

navigation algorithm that operates successfully, where the manipulation of the 

objects exceeded 90%. Allowing the robot to move in the virtual environment 

even with the obstruction of objects in the navigation path. 
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1. INTRODUCTION  

Assistive robotics began its development in the medical field with great success and permanent 

progress according to new technologies [1], [2]. Many of them are fixed robots with multiple degrees of 

freedom [3], but there are also robots oriented to social interaction [4], supervision and assistance of elderly 

people [5] even in residential environments [6]. 

An important aspect of an assistive robot is the ability to move in a medical-surgical [7] or industrial 

[8] environment. Where the relevance of artificial vision systems for robotic navigation is appreciated [9] which 

gives rise to many application tasks [10], [11]. Highlighting the integration of control algorithms with machine 

vision system for robust navigation [12] as well as deep learning-based pattern recognition algorithms [13] and 

specifically convolutional neural networks (CNN) [14]. 

Convolutional networks have strong applications in pattern recognition in two or multi-dimensional 

information, for example, with electrocardiogram (ECG) signals [15] or in images [16]. In the case of an 

assistive robot, a signal such as voice allows the user to interact with the robot in a natural way. Convolutional 

networks have been widely used in voice recognition with applications in emotion recognition [17], [18] or 

voice assistants [19]. 

Likewise, convolutional network architectures such as visual geometry group 16 (VGG16) [20], 

have been used in the field of industry 4.0 [21] and agriculture [22] for object detention by regions. Aspect 
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required in a machine vision system that interacts with the environment. Thus, nesting the benefits of 

convolutional networks and assistive robotic systems, the development of a virtual environment for the 

evaluation of mobile assistive robotics algorithms is presented, where convolutional networks are used so 

that the user naturally commands a robotic action command and can navigate in a residential environment 

to accomplish the task. 

The past coronavirus disease 2019 (COVID-19) pandemic highlighted the need to generate solutions 

for people living in isolation or living alone, to provide support systems and/or care in their own homes. In the 

state of the art, although in [6] a robot for elderly care in a residential environment is presented, the exploration 

by autonomous navigation and interaction by voice commands is still under investigation, from which deep 

learning techniques are provided here to achieve the interaction of the user with the robot and of the robot with 

the environment.  

Robot navigation is performed using the round-trip time (RTT) algorithm, which, compared to 

classical and heuristic techniques, stands out for its fast convergence and few tuning parameters [23]. A mobile 

robot that moves through a residential environment must be able to avoid obstacles, although low-cost schemes 

such as laser sensors have good performance [24], for this development we use an ultrasonic sensor that, given 

the virtual residential environment, presents a performance of easier reading and even lower cost, simplifying 

the overall algorithm and reducing execution times. 

This article is divided into four sections, the present introduction addressing the state of the art and 

contribution to it. The methodology section deals with the environment recognition method used and the robotic 

interaction method. The result analysis section evaluates the integration of the algorithms used and finally the 

conclusions reached. 

 

 

2. METHOD 

The proposed robotic system consists of a mobile capable of recognizing basic voice commands, oriented 

to perform an action, and received by the user. Based on the recognition of a valid command that implies the 

action of bringing or carrying an object and the destination place, the robot will move through the environment, 

Figure 1 shows this concept. Figure 1(a) shows the mobile robot and its actuator, the interaction point depends to 

the object desire from a glass, medicament or paper Figure 1(b). Next, the algorithms used for the recognition by 

the robot and its interaction with the environment are explained. 

 

 

  
(a) (b) 

 

Figure 1. Interaction base elements for assistive robotic, (a) mobile robot and interaction arm and (b) objects 

of interest 

 

 

2.1.  Robot recognition  

The recognition by the robot is given in two aspects: the recognition of the voice command and the 

recognition of the objects with which it will assist the user. This is done through a machine vision system based 

on the red green blue (RGB) capture of the scene where the robot is located. In relation to each captured image, a 

VGG16 transfer learning network is used to identify the objects of interest, in the case of towel, glass, paper and 

medicine. 
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For human-robot interaction by voice, a neural network of 6 convolution layers is used, each with a filter 

ratio and number of filters of 7/32, 5/32, 3/64, 3/64, 2/128 and 3/128, oriented to recognize the commands to bring 

and take, as well as locations in the residential environment kitchen, bathroom, bedroom and living room. For 

both cases a 2.30 GHz Intel Core i7 computer with NVIDA GeForce RTX 3070 graphics unit is used. 

The voice commands guide the action and displacement of the robot, for the case are of the type “robot 

bring glass to the kitchen”, “robot bring toilet paper”. So, the input to the neural network recognition system 

corresponds to the processing of the voice input by extracting the MEL frequencies and their derivatives according 

to (1) to (3) [25]. Figure 2 illustrates the type of network input Figure 2(a) and its training result Figure 2(b) and 

Figure 3 shows flowchart voice command identification system. 
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By means of VGG16 the robot manages to distinguish the base objects of the actions to be executed, the 

training is performed with 400 images of the 4 different desired classes paper, towel, glass, medicine. The training 

is performed using an ADAM optimizer at 25 epochs and a learning rate of 1 to 5. Figure 4 illustrates the final 

learning and some of its activation filters, for examples of toilet paper and a cup. 

 

 

 
(a) 

 

 
(b) 

 

Figure 2. Voice command identification network input and training (a) example network input and  

(b) network training 
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Figure 3. Flowchart voice command identification network 

 

 

 

 
 

Figure 4. Identification of objects using the VGG16 network and activations 

 

 

2.2.  Robotic interaction 

Once the action to be performed by the robot has been identified and where, it should proceed to navigate 

to the destination and operate the robotic arm to drop off or pick up any of the objects, Figure 5 shows the 

simulation environment used for testing. Figure 6 shows the kinematics of the robotic arm, and Table 1 the 

Denavid-Hartemberg parameters that allow to manipulate it to the location of the object. Where the centroid of 

the bounding box that generates the identification by VGG16, is used to locate the robot end-effector. 

Once the action to be performed by the robot has been identified and the robot must navigate to the 

destination using the rapidly-exploring random tree (RRT*) algorithm [26], the robot dimensions Figure 7 are 

required to ensure collision-free travel with the edges (walls or objects). The process illustrated in Figure 8 

involves stopping the mobile robot over a radius of 2 cm around the target and staying 4 cm away from the edges. 

The aim is to avoid unintentionally deflecting the mobile robot near the end point to adjust the most appropriate 
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orientation of the mobile robot towards the target (platform with objects) and finally adjust the configuration of 

the robotic arm in order to pick up the object indicated in the voice command by inverse kinematics. Navigation 

flowchart and navigation path final can be seen in Figure 8(a) and (b). 

 

 

 
 

Figure 5. Residential environment and interaction environments 

 

 

  
 

Figure 6. Robotic arm kinematics 

 

 

Table 1. Denavid-Hartemberg 
Articulation θ d a α 

1 θ1* d1 0 90° 

2 θ2*+90° 0 d2 0 
3 θ3* 0 d3 0 

4 θ4*-90° 0 0 -90° 

5 θ5* D5 0 0 
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Figure 7. Overall dimensions of the robot 

 

 

  
(a) (b) 

 

Figure 8. Navigation method (a) navigation flowchart and (b) navigation path final 

 

 

Difficulties were evidenced in generating smooth trajectories with obstacle avoidance, which led the 

robot to make 360-degree turns to solve this a proportional integral derivative (PID) control algorithm was 

implemented. The tuning of the controller parameters was obtained from the motor characterization of each axis, 

so that a critically damped response to directional changes was achieved. 

 

 

3. RESULTS AND DISCUSSION 

Once the robot operation parameters are established, using the flowchart illustrated in Figure 8, 

functionality tests are performed to identify individually the components of the voice commands directed to the 

robot (place, object, and action), as well as to validate the generation of a valid global trajectory to guide the 

mobile robot to or from a given destination. It is also required to establish the obstacle avoidance performance in 

the course of the global trajectory tracking and the assignment of a valid pose to the robotic arm in order to guide 

the end effector towards a given object. 

Figures 9 and 10 allow establishing a framework of the testing environment, both in the navigation from 

the initial to the final point within the residential environment Figure 9, as well as the interaction with the 

environment under the desired action command Figure 10. Based on these tests, the ability of the assistive robot 

to identify the target location, of the action commands in carry and bring operations and finally with respect to 

the global navigation is then analyzed. 
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Figure 10 illustrates the final interaction process of the assistive robot when reaching and detecting 

the object of interest. From the initial position Figure 10(a) it moves the gripper to the object grasp  

Figure 10(b), by using the kinematics of the robot arm carrying Figure 10(c) it by using the kinematics of the 

robotic arm that carries it. 

To identify individually the components of the voice commands directed to the robot (place, object, 

action), a total of 100 tests were performed, 20 for each category Table 2. Excellent performance was obtained 

when identifying most of the place categories, with most of these exceeding an accuracy of 90%. The overall 

confidence level reduction is down almost 10% from the CNN network training (~99.42%). Variation is identified 

due to ambient noise influencing the microphone input, being different in the training database collection and in 

the tests performed, causing the decrease in the accuracy acquired in these tests. 

A total of 100 tests were performed for object identification, 33 for each category Table 3. Excellent 

performance was obtained when identifying most object categories, all cases exceeding an accuracy of 91%. 

The overall confidence level reduction is down almost 8.6% with respect to the CNN network training 

(~99.63%), again due to the noise presented in the command recording. 

 

 

 
 

 
 

 
 

Figure 9. Navigation tests 
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(a) (b) (c) 

 

Figure 10. Robotic arm (a) starting position, (b) final position, and (c) kinematic validation 

 

 

Table 2. Destination identification by voice command 
Order Place 

Place Bedroom Bathroom Study room Kitchen Living room 

#Successes 20 18 18 19 15 
#Tests 20 20 20 20 20 

Accuracy 100% 90% 90% 95% 75% 

 

 

Table 3. Object identification by voice command 
Order Object 

Object Paper Glass Medicine 

#Successes 30 31 32 

#Tests 33 33 34 
Accuracy 91% 94% 94% 

 

 

A total of 100 tests were performed for action identification, 50 for each type of command (carry or 

fetch). A total of 100 tests were performed for the identification of the initiating command “robot” Table 4. 

Excellent performance was obtained when identifying most of the categories, exceeding 92% accuracy in all 

cases. The background noise generates a 6.58% reduction in the overall confidence level compared to the 

network training result. No stop command tests were performed on the entire virtual residential environment. 

However, by performing 10 isolated tests with the pronunciation of this word, it was possible to estimate an 

accuracy of 100% (10/10) in its recognition. 

 

 

Table 4. Action identification by voice command 
Action Robot Carry Bring 

#Successes 95 46 47 

#Tests 100 50 50 
Accuracy 95% 92% 94% 

 

 

The generation of a valid global trajectory to guide the mobile robot to or from a given destination 

was tested by the performance of the RRT* algorithm in finding a valid global trajectory path. Although on 

some occasions the RRT* algorithm determined more appropriate paths than others, this algorithm was at all 

times able to find a valid path by which the intention of routing the robot to the requested destination would be 

fulfilled Table 5. Subsequent to the generation of the global trajectory, and in conjunction with the identified 

command (carry or bring), tests were performed to check the effectiveness of the obstacle avoidance algorithm 

in finding its way to the destination, avoiding any possible accident. 

 

 

Table 5. Global planning using RRT* algorithm 
Place Bedroom Bathroom Study room Kitchen Living room 

#Successes 20 20 20 20 20 

#Tests 20 20 20 20 20 

Accuracy 100% 100% 100% 100% 100% 
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The following results were obtained for the algorithm with and without the implementation of the PID 

to smooth the robot redirection between the obstacle-free path and the global trajectory. At least 1 impact 

(collision) was considered as a failed test, where without PID the average success rate was 28% Table 6. With 

the proportional–integral–derivative controller the average success rate was 66% Table 7. The collision cases 

occurred when the robot was obstructed at close distances that did not allow the algorithm to change trajectory 

in a timely manner. 

 

 

Table 6. Obstacle avoidance without PID 

 Place Bedroom Bathroom Study room Kitchen Living room 

Carry #Successes 2 1 3 0 2 

#Tests 10 10 10 10 10 

Accuracy 20% 10% 30% 0% 20% 
Bring #Successes 8 1 2 6 3 

#Tests 10 10 10 10 10 

Accuracy 80% 10% 20% 60% 30% 

 

 

Table 7. obstacle avoidance with PID 

 Place Bedroom Bathroom Study room Kitchen Living room 

Carry #Successes 4 3 3 3 2 

#Tests 5 5 5 5 5 
Accuracy 80% 60% 60% 60% 40% 

Bring #Successes 5 3 3 3 4 

#Tests 5 5 5 5 5 
Accuracy 100% 60% 60% 60% 80% 

 

 

When the target is reached, a valid pose is assigned to the robotic arm in order to guide the end effector 

towards the desired object. In this aspect, the effectiveness of the inverse kinematics algorithm in determining 

an appropriate pose for the manipulator robot was verified, by means of which, starting from the point reached 

by the mobile robot, the end effector was guided to a sufficient position in which it would specifically reach 

the previously indicated object. 

Table 8 shows that the percentage of success with which the inverse kinematics algorithm found an 

appropriate pose for the manipulation of the object exceeded 90%, regardless of the previously indicated 

object. This level of effectiveness is considered formidable considering the variability of the position of the 

reference system of the robotic arm, which is directly dependent on the path taken by the mobile robot 

towards the target. 

 

 

Table 8. Order object 
Action Robot Carry Bring 

#Successes 30 31 32 
#Tests 33 33 34 

Accuracy 91% 94% 94% 

 

 

4. CONCLUSION 

The development of an assistive robot using voice commands for human-machine interaction in a 

residential environment was demonstrated. The convolutional networks allowed the adequate recognition of 

words and objects, which through the associated kinematics lead to the execution of carry/bring commands. 

Where the final performance is lower than that obtained in the training stage, due to the inherent noise of the 

environment that cannot be considered in the same conditions during training. This leads to the fact that the 

robot should be requested to ask the user to reconfirm the command or repeat it for validation as an external 

solution to pattern recognition. 

The navigation algorithm operates satisfactorily allowing the robot to move adequately in the 

environment and considering slight changes in the environment (dynamic obstacles), as long as they are 

given with the necessary anticipation for the convergence of the algorithm. The speed of the robot was kept 

low for safety purposes with the environment, but given the possibility of collision with people, due to the 

type of environment. 
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