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 This article is aimed at solving a number of issues related to the problems, 

risks, and threats arising from the profiling of human activity. In this study, 

the Bayesian method was used, to determine the quantitative and qualitative 

characteristics of personal data for ensuring the security of this data by dint 

of reducing the redundancy of data processed by artificial intelligence (AI). 

A thought experiment to test the possibility of reducing the redundancy of 

personal data processed by AI allows us to conclude that using the Bayesian 

method allows to protect human rights to privacy. With this approach, 

instead of the method associated with the collection and accumulation of the 

most sensitive categories of personal data, we proposed a method that is 

associated with obtaining probabilistic estimates of the values of the 

parameters of these data by conducting statistical studies of the specified 

personal data without their collection and accumulation. The probabilistic 

estimates of the parameters of some sensitive personal data obtained in this 

way can replace their exact values and can be used by AI in the criteria for 

filtering personal data subjects, including for the purpose of making a 

decision. 
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1. INTRODUCTION 

People are becoming increasingly dependent on technology, not only in industrial relations but also 

at the individual level. Data about a person accumulated in information and communication technologies 

(ICT) is used by predictive modeling systems with elements of artificial intelligence (AI) [1]. AI sorts, 

analyzes, and builds connections between unstructured and disparate information, predicting human 

activities. Such actions affect individual interests since, on the basis of their results, AI can later make 

decisions. The analysis of personal data is carried out on an ongoing basis in order to make legally significant 

decisions [2], for example, the analysis of documents submitted for the purpose of obtaining a loan [3]. The 

use of AI has made it possible to significantly increase the amount of information processed, which requires 

reliable, non-redundant data, and relevant information. Such profiling and decision making based on AI 

predictions, having implications for individuals, can be interpreted as interference in a person's private 

sphere. 

This article is aimed at solving a number of issues related to such problems as risks and threats 

arising from the profiling of human activity [2], [4]–[7] and lack of confidence in the algorithms of the 

decision-making system, and ensuring the necessity and sufficiency of the data being processed. The urgency 

of this problem is associated with the legal requirements for operators processing data on reducing personal 
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data use and on the use of a specific list of personal data agreed in advance with the subject of personal data. 

These requirements are defined in both European [8], [9] and Russian legislation [10], [11]. In this regard, 

the authors of the article made an attempt to solve this complex social problem [12] using mathematical 

methods. The choice was made in favor of the Bayes methodology, since this method, unlike others, allows 

the model to be represented in the form of certain probabilities [13]. Using Bayes' theorem, we can find new 

information and measure the probability of occurrence of related events, this allows us to get closer to the 

classical estimate, and to combine existing a priori ideas about an object with sample information [14]. 

The authors do not pretend to be the final result, but only offer one of the possible options for 

solving a social problem using a mathematical method. In addition, a full-fledged solution, including the 

method proposed in the article, requires additional research and experiments. The value of our article lies in 

an attempt to bring up for discussion the idea of using the Bayesian calculation method to solve the problem 

of reducing personal data and thereby to provide ensuring the security of personal data, as well as 

implementing legal requirements for their targeted processing. The data were personal data related to age, 

region of residence in Russia, and the category of processed data (general and special). To conduct an 

analysis from a scientific and regulatory point of view, this article reviewed the literature, regulatory 

documents, and models for ensuring legal requirements are fulfilled by businesses. 

The article consists of 5 sections. The introduction describes the main problems that the article 

addresses. Section 2 presents the research method. Section 3 reveals the regulation of using AI technology. 

Section 4 reveals the technological and instrumental solutions proposed for countering the risks and threats 

arising from the processing of personal data by decision-support and decision-making systems. The 

conclusion summarizes the results of the study. 

 

 

2. RESEARCH METHOD 

The work uses an empirical research method focused on ensuring the security of personal data 

processing using AI. In the analysis, methods of computer law, mathematical modeling, abstraction, and a 

thought experiment were used. The literature shows the most pressing research problems related to data 

security arise from the use of AI.  

In order to eliminate the problem of redundancy of personal data, the authors used a statistical 

method, since the amount of information used to transmit or store data begins to exceed the information 

entropy of data accumulated by internet technologies. A large volume of personal data gives rise to adverse 

consequences in the form of anomalies (a set of problems) associated with illegal access to information, 

deletion of data, and their anomalous identification. In addition, the complexity of technological processes 

does not exclude the need to comply with the requirements of European and Russian legislation on the use of 

a specific list of personal data agreed in advance with the subject of personal data. In this regard, for 

statistical calculations, anonymized personal data was used, for the processing of which it is not required to 

obtain the consent of the subject of personal data. As a source of statistical information, we used open data 

posted on the website of the Federal Service for Technical and Export Control of Russia [15]. To build a 

theoretical model for reducing the redundancy of personal data when processed by AI, the most appropriate 

method for working with indirect and inaccurate data would be to conduct a mental experiment using a 

statistical method of technical diagnostics based on the generalized Bayesian formula, which  

allows the probability of an event in the presence of indirect and inaccurate data that must be determined  

[5], [6], [16]–[18]. 

 

 

3. RELATED WORK  

In our article, a position of ensuring information security of a person through ensuring the security 

of his digital profile is considered. This problem is relevant since the implementation of human rights to 

privacy, personal and family secrets depends on information technologies (IT) models. This is studied in 

different positions; these are organizational, technological, and legal. However, now this problem is still little 

studied. We would like to note several scientific works in which solutions to the problem of ensuring human 

information security when using IT [19]. For example, organizations are encouraged to ensure the privacy of 

their employees using the PDGuard framework. Following a security-by-design approach, PDGuard shifts 

the challenge of managing personal data from the insurmountable challenge of controlling processes, 

operations, people, and the large software stack to auditing applications that use structure [20]. In another 

study, the authors suggest using structured threat information expression (STIX) technology. From their point 

of view, STIX allows to measure and visualize cyber threats and get a holistic view of cyber incidents [21]. 

The threat of confidentiality is associated with the fact that the sources of possible attacks are often hidden in 

the implementation details or even in the logic of the protocol, and not in the cryptographic guarantees of the 
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encryption algorithms used. Information security of the IT user, authors proposed to be ensured by correcting 

defective procedures, taking into account confidentiality [22]. 

Ensuring confidentiality by data minimization was discussed in the analytical review [22]. The author 

of review concluded that at the moment there is no communication protocol that would provide a satisfactory 

level of accurate assessment and identification of the data required for processing [23]. In this connection, the 

authors proposed to use a common formal basis for the analysis and comparison of communication protocols. 

Determining the requirements for the security of personal data for the entire life cycle of technologies is a key 

requirement [5], and the Bayesian methodology [24] and the method differentiated confidentiality [25] were 

studied for the analysis of personal data in the social network [26], [27]. 

The presented works demonstrate a wide coverage of the problem of ensuring human information 

security and various methods of ensuring it, depending on the information technologies used. The scatter of 

the research topics presented allows us to conclude that solving this problem is a difficult task, relevant for 

many information technologies. In the process of finding solutions, various models are proposed, but each 

has its advantages and disadvantages. However, the person and ensuring their privacy during digitalization 

should remain at the center of the discussion. 

 

 

4. RESULTS AND DISCUSSION  

Information about individuals can be given in different ways. For example, a personal profile is 

created based on the semantic analysis of photos posted on the internet [6]. In the absence of the consent of 

the individuals, AI processes all possible information about them [28], [29]. The knowledge representation 

model is formed from rules and precedent. Rules are a way of presenting the basic knowledge of the subject 

area, which explain the occurrence of certain phenomena, making it possible to predict the development of a 

situation, allowing individual objects of the real world to be connected and display a decision-making model 

[30]–[32]. Logically ordered knowledge in the field of personal data security can be presented in the form of 

rules for: 

− The allocation of personal data information systems; 

− The classification of personal data information systems; 

− Determining security threats; 

− Determining the relevance of the threats; 

− Choosing measures to protect personal data; 

− Building a knowledge base; 

− Evaluating efficiency and analyzing risks. 

The simplest rules are in the form of a production model: 

 

« 𝐼𝐹 “А”, 𝑇𝐻𝐸𝑁 “В”»: 𝑅 =< 𝐴1, 𝐴2, … , 𝐴𝑛;  𝐵 > (1) 

 
where A1, …, An are prerequisites for the rule to work, and B is the conclusion. The rule is triggered if all the 

prerequisites are met. Each prerequisite, Ai, is a simple “attribute-value” expression constructed using terms 

from domain ontology. The aggregate of personal data about the subject acts as attributes for decision-

making. 

It is believed that the technologies for collecting and processing information cannot be developed so 

that they could, at the stage of data collection, determine exactly which information is needed to make a 

decision. This is the reason for the collection of redundant personal data. The authors propose using a 

statistical method to determine the sufficiency of information. The method is based on a simple Bayesian 

formula: if there is a state 𝐷𝑖  and a simple attribute 𝑘𝑗 that occurs in this state, then the probability of the joint 

occurrence of events (the presence of the state 𝐷𝑖  and the attribute 𝑘𝑗 in the object) is determined by (2): 

 

𝑃(𝐷𝑖   𝑘𝑗  )  = 𝑃(𝐷𝑖)  𝑃(𝑘𝑖//𝐷𝑖)  =  𝑃(𝑘𝑗) 𝑃(𝐷𝑖/𝑘𝑗) (2) 

 

where 𝑃(𝐷𝑖) is the probability of the state 𝐷𝑖 , determined from static data. 𝑃(𝑘𝑗/𝐷𝑖) is conditional 

probability of the appearance of the feature 𝑘𝑗 provided that the object is in the state 𝐷𝑖; 𝑃(𝑘𝑗) is the 

probability of an object appearing 𝑘𝑗 in all objects, regardless of the state of the object. 𝑃(𝐷𝑖/𝑘𝑗) is 

conditional probability that an object has a state 𝐷𝑖  provided that the sign appears 𝑘𝑗. 

So, if N objects were previously examined and 𝑁𝑖 the objects had the state 𝐷𝑖 , then the probability is  

𝑃(𝐷𝑖) state appearances 𝐷𝑖  can be estimated by relative frequency: 

 

𝑃(𝐷𝑖  ) ≈  𝑁𝑖  /N (3) 
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Similarly, if in 𝑁𝑖𝑗 objects with the state 𝐷𝑖  a sign appeared 𝑘𝑗, then: 

 

𝑃 (𝑘𝑗/𝐷𝑖) ≈ 𝑁𝑖𝑗/𝑁𝑖 (4) 

 

Suppose that out of the total 𝑁 objects feature 𝑘𝑗 was found in objects 𝑁𝑗, then: 

 

𝑃(𝑘𝑗) ≈
𝑁𝑗

N
   (5) 

 

Probability of condition 𝐷𝑖  can be defined if there is an attribute 𝑘𝑗: 

 

𝑃(𝐷𝑖/𝑘𝑗) = 𝑃(𝐷𝑖) 
Р(𝑘𝑗 /𝐷𝑖 )

P(𝑘𝑗)
 (6) 

 

At the same time, we do not fix the 𝑘𝑗 attribute itself in relation to a specific subject of personal data. For 

example, such a sign may be a tendency to illegal human activity. A person does not provide such 

information within the framework of consent to the processing of personal data, this may be due to both the 

requirement of legislation and the unwillingness of the subject himself. However, understanding a person's 

propensity for a certain activity can be important for making a decision. Due to the requirement of the 

legislation that it is necessary to obtain written consent to the processing of sensitive personal data, we 

propose to solve this problem by applying a model that takes into account the requirement of the law and 

works with the relative frequencies of the appearance of a critical sign that affects decision-making. 

In fact, the model we propose allows us to take into account the information traces left by a person 

on the internet. Information traces can be obtained from various available external sources, for example, 

social networks (without fixing the specific persons to whom the specified attribute belongs). The relative 

frequency of the appearance of the 𝑘𝑗  sign in the personal data subject, whose consent to the processing of 

certain (insensitive) personal data we have received, will allow the decision-maker to decide on a specific 

decision. 

The values on the right side of expression (6) can be estimated as follows. 𝑃 (𝑘𝑗) allows us to 

determine the relative frequency of occurrence of a critical sign that affects decision-making. 𝑃 (𝑘𝑗/𝐷𝑖) is 

evaluated in the same way, but only those persons who have the state of 𝐷𝑖  are selected in the assessed set of 

personal data subjects. And only for them the relative frequency of the appearance of the 𝑘𝑗 . sign is 

calculated. 

These relative frequencies (or sample probabilities) are used by AI to solve various problems. At the 

same time, the degree of proximity of the relative frequencies of events to their probabilities can be obtained 

based on the well-known [33] Bieneme-Chebyshev inequality. Let the unknown probability of the sign 

𝑃 (𝑘𝑗/𝐷𝑖) is equal to q. Then this inequality can be written as (7): 

 

𝑃 {|
𝑁𝑖𝑗

𝑁𝑖
− 𝑞| > 𝑒} < 𝑞(1 − 𝑞)/𝑛𝑒2 < 1/4𝑛𝑒2 (7) 

 

where n is the number of subjects that have the state 𝑖, 𝑒 is an arbitrary arbitrarily small number. If in this 

expression, for example, choose e=0.1, then the right part of the expression (7) is equal to 25/n. That is, at  

n=\250, the probability of deviation of the relative frequency of the event in question from its theoretical 

probability will be no more than 0.1. 

Thus, we can limit the amount of sensitive personal data collected by a particular person, sometimes 

completely refusing to process such data, using only calculated probabilistic estimates of the parameters of 

this data. By this method, we reduce the amount of personal data collected, thereby reducing their 

redundancy. Let's consider the possibility of practical application of this method in the analysis of personal 

data of the subject on which the AI should make a management decision. This may be a decision on a 

financial issue (granting a loan, the interest rate on it, the conditions for providing a bank card), on the issue 

of concluding a contract (hiring, buying/ selling goods or services), and so on. 

For example, the subject provided his personal data: full name, age, region of residence, marital 

status and other information. But for AI to make a more informed decision, it is necessary to use special 

categories of personal data, which, in accordance with the law, the subject has the right not to provide. In this 

case, the AI evaluates the parameters of distributions associated with the possession of certain values of 

special categories of personal data by the desired subject. To evaluate these parameters, the AI searches for 

other (special) personal data from all sources, for example, in social networks, among subjects who have 

known (provided) personal data close to the subject under study, and builds a probabilistic model of whether 
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the analyzed subject has these special personal data and their parameters, which may appear in unreliable 

subjects. Among the many individuals found by AI, whose parameters can be compared with the analyzed 

subject, the AI using (2)-(6) evaluates the values of the parameters of distributions of special categories of 

personal data, without fixing or storing them. At the same time, the AI evaluates only the relative frequencies 

of the necessary parameters, without collecting them. In the future, the AI taking into account the 

construction of confidence intervals for the parameters of the above distributions, can apply the obtained 

frequencies to make a control decision. 

Using this method eliminates the need to collect unnecessary personal data when processing them 

using automated decision-making systems based on AI [26]. The method is applicable in the absence of a 

unified approach to managing a person's digital profile and is organized in such a way that ICT users have the 

right to consent or not to process personal data [30] and determine the value of information about themselves. 

At the same time, the logic of this algorithm can be disclosed to the subjects of personal data, implementing 

the requirement of the law on transparency of collected data and their processing. The model we offer 

analyzes personal data, but does not save it. 

 

 

5. CONCLUSION  

The issue of ensuring IoT security is given considerable attention in relation to all the participants in 

information processes. A number of significant problems have been identified, and the following solutions 

were identified: developing a system of industry regulation for the use of cyber-physical systems and 

requirements to identify participants in information interaction; determining the requirements for participants 

in the IoT and for the registration of equipment used in the IoT; developing a model of information security 

threats for IoT devices and systems; creating technology for handling information security incidents in the 

IoT; developing mechanisms for determining the degree of compliance with the requirements of Russian and 

international legislation, as well as industry, national, and international standards in information security; 

drafting security standards for IoT devices for subjects, processes, and technologies. 

To ensure effective IoT security, it is necessary to consolidate the rules for disclosing data on IoT 

devices, the rules for their connection, and determine the requirements for the safe operation of networked 

devices. This paper presents a theoretical model for reducing the redundancy of collected personal data. 

The use of Bayesian methods in the operation of the support and decision-making system makes it possible 

to optimize the parameters of the personal data collected depending on the characteristics of the subjects. 

This approach simplifies the formation of a knowledge representation model. The methodology for 

calculating the quantitative and qualitative characteristics of personal data has been determined, using the 

example of selected 1,000 subjects of personal data, for 100 of which special categories of personal data 

were processed. 
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