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 Electrical impedance tomography (EIT), as a non-ionizing tomography 

method, has been widely used in various fields of application, such as 

engineering and medical fields. This study applies an iterative process to 

reconstruct EIT images using the simultaneous algebraic reconstruction 

technique (SART) algorithm combined with K-means clustering. The 

reconstruction started with defining the finite element method (FEM) model 

and filtering the measurement data with a Butterworth low-pass filter. The 

next step is solving the inverse problem in the EIT case with the SART 

algorithm. The results of the SART algorithm approach were classified using 

the K-means clustering and thresholding. The reconstruction results were 

evaluated with the peak signal noise ratio (PSNR), structural similarity 

indices (SSIM), and normalized root mean square error (NRMSE). They 

were compared with the one-step gauss-newton (GN) and total variation 

regularization based on iteratively reweighted least-squares (TV-IRLS) 

methods. The evaluation shows that the average PSNR and SSIM of the 

proposed reconstruction method are the highest of the other methods, each 

being 24.24 and 0.94; meanwhile, the average NRMSE value is the lowest, 

which is 0.04. The performance evaluation also shows that the proposed 

method is faster than the other methods. 
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1. INTRODUCTION 

In recent years, research on electrical impedance tomography (EIT) has overgrown with applications 

in various fields, such as engineering (materials, civil, and chemical) and medical imaging. Usefulness in 

engineering, such as [1] for visualizing the distribution of conductivity on carbon nanotube (CNT) composite 

layers, for analysis of building moisture conditions [2], and for imaging of chemical engineering process [3]. 

Meanwhile, some examples of the application of EIT in the medical field include the imaging of stroke 

patients [4], imaging of breast cancer detection [5], imaging of lung ventilation [6]. and cardiopulmonary 

monitoring [7]. The advantages of EIT being chosen for some of these applications are that EIT is available 

in a low-cost system, non-ionizing, and non-invasive to the object being measured or observed [8]. 

Research on EIT development generally has two topics: hardware and software development. 

Research on hardware development, among others, focuses on the design and fabrication of constant current 

https://creativecommons.org/licenses/by-sa/4.0/
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sources [9], [10], and there is also a focus on the design and fabrication of the overall EIT system, both based 

on microcontrollers [11], microprocessors [12], [13] and also field programmable gate arrays (FPGA) [14]. 

Research in software development for EIT includes the development of regularization-based reconstruction 

algorithms [15]–[18], with the iterative method [19], [20] simulated annealing [21], [22], genetic algorithms 

[23] and deep learning [24], [25]. In addition to developing reconstruction algorithms, there are studies on 

using digital filters [26] and clustering to support the EIT image reconstruction algorithm [27]. 

The iterative method is one of the reliable approaches for image reconstruction, such as X-ray and 

impedance tomography. Research that uses iterative methods on EIT reconstruction, among others, using 

optimal current patterns to distinguish the actual conductivity from the estimated conductivity between each 

iteration of the block Kaczmarz algorithm to solve the inverse problem [28] and a modified Landweber 

iterative algorithm that is based on an updated sensitivity matrix [29]. The structured sparse representation is 

added to the iterative process of the Symkaczmarz algorithm for EIT image reconstruction to enhance the 

quality of the reconstruction presented in [30]. In another research, a linear back-projection (ILBP) is 

suggested to reduce the presence of artifacts around objects and increase the accuracy of object position and 

shape [20]. In [31], EIT reconstruction was conducted based on homotopy perturbation iteration (HPI), which 

accelerated with Nesterov’s strategy. While those that use iterative methods on X-ray imaging are 

modifications of the simultaneous algebraic reconstruction technique (SART) algorithm with total variation 

regularization [32], modification of the SART algorithm with one step late (OSL) technique [33], modified 

SART based on the Perona-Malik (PM) model [34], and modified SART algorithm with fast total variation 

for positron-emission tomography (PET) imaging [35]. Meanwhile, in another study SART algorithm was 

applied to ionospheric tomography [36] and microwave imaging [37]. 

Based on the advantages of these iterative methods, especially the SART algorithm, this study uses 

the iterative SART method as the EIT reconstruction algorithm. The SART algorithm is then combined with 

the K-means clustering algorithm and followed by thresholding to improve the quality of the reconstructed 

image output. The study was conducted by simulation and experiment using a two-dimensional (2D) 

cylindrical phantom with an anomaly object as the output of the reconstructed image. 

 

 

2. METHOD  

In this study, the EIT image reconstruction process was carried out by simulation and experiment 

implemented with electrical impedance and diffuse optical reconstruction software (EIDORS) [38] and Air 

Tool [39] in MATLAB. The simulation process started by creating the phantom model. The phantom or 

object measured for the simulation was a 2D cylinder with 16 electrodes. The finite element method (FEM) 

model of the phantom was created with Netgen within EIDORS. Figure 1 shows an example of a phantom 

with an anomaly, Figure 1(a) shows it with the show_fem function, and Figure 1(b) displays it in the 

show_slices function of EIDORS. The anomaly given to the phantom is in a circle and rectangle form in the 

simulation, as shown in Figure 2. The background conductivity of the phantom is 1 S/m, and the anomalous 

object has a conductivity of 2.2 and 0.1 S/m. So that the EIT simulation is similar to the actual conditions, in 

the simulation process, noise is given to the measurement data with a gaussian noise of 40 dB signal to noise 

ratio (SNR). The measurement data of simulation obtained from the electrodes when current is driving into 

the phantom. In The EIODRS, type of current driving and voltage measurement method must be set first. 

Current driving and voltage measurements are performed using the commonly used adjacent method [40]. 

The principle of the adjacent method is illustrated in Figure 3, an example of the initial step of the adjacent 

method is shown in Figure 3(a), and the following step is in Figure 3(b). 

 

 

  
(a) (b) 

 

Figure 1. Phantom with an anomaly (a) displayed with show_fem and (b) displayed with show_slices  

 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Enhanced image reconstruction of electrical impedance tomography using … (Arfan Eko Fahrudin) 

3989 

 
 

Figure 2. Anomalous models (conductivity of models A, B, and E is 2.2 S/m, models C, D, and F is 0.1 S/m) 

 

 

  
(a) (b) 

 

Figure 3. Illustration adjacent method in the current (I) driving and voltage (V) measurement: (a) initial step 

and (b) second step 

 

 

The next stage of simulation is the reconstruction process and evaluation with steps as illustrated in 

Figure 4. The reconstruction process started with defining of FEM model for reconstruction. This study used 

a standard model of FEM on EIDORS with mesh elements of 6,400, as shown in Figure 5. Before the data of 

EIT measurement is processed with a reconstruction algorithm, a filtering process is carried out with a  

first-order Butterworth low pass filter to reduce noise from the measurement data. The filtered measurement 

data is the difference in the voltage read on the phantom when there is an anomaly (inhomogeneous) and no 

anomaly (homogeneous). The low pass filter has a normalized cut-off frequency of 0.45. 

 

 

 
 

Figure 4. Steps of the reconstruction process and evaluation 

 

 

 
 

Figure 5. FEM model of the image reconstruction 
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In the inverse problem for EIT, by ignoring the high-order terms, the linear approximation of the 

EIT model can be expressed in (1) [41], 

 

𝛿𝑈 = 𝐽𝛿𝜎    (1) 

 

where 𝛿𝑈 ∈ 𝑅𝑚𝑥1 is the number m measurement data, 𝛿𝜎 ∈ 𝑅𝑛𝑥1 is the reconstructed image with the number 

of n pixels, and 𝐽 ∈ 𝑅𝑚𝑥𝑛  is the reconstruction matrix or sensitivity matrix with dimensions mn, 

representing the partial derivative of the voltage associated with conductivity. To solve the linear system 

problem of EIT, the SART algorithm, as one of the iterative methods, is used to solve the inversion problem 

for image reconstruction. The (1) can be restated as 𝑏 = 𝑎𝑥, where 𝑏 = 𝛿𝑈, 𝑎 = 𝐽, and 𝑥 = 𝛿𝜎, so that the 

solution to the linear equation with the SART algorithm becomes (2), with λ (lambda) is a relaxation 

parameter satisfying 0<λ<2, and as default in Air Tool λ is set to 1. The application of the SART algorithm 

begins by providing an initial value of x0 (usually x0=0) as input and then iterates until the convergent 

condition is met. The iteration process of the SART algorithm is expressed in (2) [35]. 

 

𝑥𝑗
𝑘+1 = 𝑥𝑗

𝑘 +
𝜆

∑ 𝑎𝑖,𝑗
𝑀
𝑖=1

∑ 𝑎𝑖,𝑗
𝑏𝑖−∑ 𝑎𝑖,𝑙𝑥𝑙

𝑘𝑀
𝑙=1

∑ 𝑎𝑖,𝑙
𝑀
𝑙=1

𝑀
𝑗=1   (2) 

 

The output of the SART algorithm is then classified using the K-means algorithm, specifically the 

K-means++ algorithm, an improved version of K-means. An explanation of the K-means++ clustering 

algorithm can be seen in [42]. The SART algorithm output in a 6,4001 matrix that is classified into six 

classes, and the centroids of these classes are sorted ascending. The class with the lowest centroid shows the 

smallest conductivity; otherwise, the class with the largest centroid has the highest conductivity. After the 

classification, the thresholding process is carried out to display only anomalous objects in the reconstructed 

image. For anomalies whose conductivity is higher than the background, the thresholding process is carried 

out with the maximum value of the matrix, which belongs to the largest centroid class, so that the maximum 

value is the object and the background is the minimum value; for smaller conductivities, the opposite applies. 

The next step is to reconstruct the image by applying the results of classification and thresholding into the 

mesh of the FEM model used. 

Furthermore, the reconstruction results from the proposed method are compared with one-step 

gauss-newton (GN) [43] and total variation regularization based on iteratively reweighted least-squares  

(TV-IRLS) [17]. The implementation of both methods (one-step (GN) and TV-IRLS) is performed with the 

inbuilt algorithm of EIDORS. The optimal reconstruction result of these compared methods is achieved by 

determining the hyperparameter or regularization parameter with the L-curve method. The parameters used to 

evaluate the reconstruction results are peak signal noise ratio (PSNR), structural similarity indices (SSIM), 

and normalized root mean square error (NRMSE). PSNR is used as an objective measure of image quality 

which is expressed by (3) [44], 

 

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10 (
𝑝𝑒𝑎𝑘𝑣𝑎𝑙2

𝑀𝑆𝐸
) (3) 

 

where peakval is the maximum pixel value of the reference image (ground truth), and MSE is the mean 

square error between the reconstructed image and the reference image. SSIM is a measure of image quality 

that represents the similarity of two images, where SSIM is obtained by calculating the components of 

luminance (I), contrast (c), and correlation coefficient (s) so that SSIM is defined by [45]: 

 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) = [𝐼(𝑥, 𝑦)]𝛼[𝑐(𝑥, 𝑦)]𝛽[𝑠(𝑥, 𝑦)]𝛾 

 

with 

 

𝐼(𝑥, 𝑦) =
2𝜇𝑥𝜇𝑦+𝐶1

𝜇𝑥
2+𝜇𝑦

2+𝐶1
,  

 

𝑐(𝑥, 𝑦) =
2𝜎𝑥𝜎𝑦+𝐶2

𝜎𝑥
2+𝜎𝑦

2+𝐶2
,  

 

𝑠(𝑥, 𝑦) =
𝜎𝑥𝑦+𝐶3

𝜎𝑥𝜎𝑦+𝐶3
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where 𝜇𝑥 , 𝜇𝑦, 𝜎𝑥 , 𝜎𝑦 and 𝜎𝑥𝑦 are the local mean, standard deviation, and cross-covariance of the image. 

Meanwhile, C1, C2 and C3 are constant, with 𝐶1 = (𝐾1𝐿)2
, 𝐶2 = (𝐾2𝐿)2

 where 𝐾1 ≪ 1, 𝐾2 ≪ 1, each is a 

small constant, and L is the dynamic range of the pixel values. To simplify the SSIM formula, the value of 

α=β=γ=1 and C3=C2/2 so that the SSIM formula becomes: 

 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) =
(2𝜇𝑥𝜇𝑦+𝐶1)(2𝜎𝑥𝑦+𝐶2)

(𝜇𝑥
2+𝜇𝑦

2 +𝐶1)(𝜎𝑥
2+𝜎𝑦

2+𝐶2)
  (4) 

 

Another metric used to evaluate reconstruction results is NRMSE which is defined as (5) [46], 

 

𝑁𝑅𝑀𝑆𝐸 = √∑(𝐼𝑟𝑒𝑓(𝑟) − 𝐼(𝑟))2 ∑(𝐼𝑟𝑒𝑓(𝑟))2⁄  (5) 

 

where 𝐼𝑟𝑒𝑓(𝑟) denotes reference image and 𝐼(𝑟) is a reconstructed image. 

Experimental data on EIT was obtained from a microcontroller-based EIT hardware system with a 

design as shown in Figure 6. The measuring object or phantom was a cylinder with a diameter of 14 cm and 

16 electrodes with dimensions of 1×2 cm2. The cylinder is then filled with saline water with a conductivity of 

912 μS/cm, as high as 1.5 cm. The anomalous objects are a brass cylinder rod with a diameter of 2.2 cm, a 

copper block with a side of 2.5 cm, a painted wooden cylinder with a diameter of 2.7 cm, and a wooden cube 

with a side of 2.7 cm. Reconstructing the experimental data has the same steps as reconstruction through 

simulation. The reconstruction results are then evaluated qualitatively by comparing the reconstructed image 

to the actual condition of the object. 

 

 

 
 

Figure 6. EIT hardware design diagram 

 

 

3. RESULTS AND DISCUSSION  

In this research, an iterative method with the SART algorithm for EIT image reconstruction is used 

to detect anomalous objects in cylindrical phantom, which have higher and lower conductivity than 

background conductivity. The results of applying the low pass filter with the SART algorithm are shown in 

Figure 7. From the figure, it can be seen that there is a reduction in noise from the reconstructed image. This 

noise reduction can be seen from the increase in the PSNR value. In addition, visually, it can be seen that the 

anomalies in the reconstructed image are more similar in shape to the original image. 

A comparison of the reconstruction results of the proposed method with one-step GN and  

TV-IRLS from the simulation is shown in Figure 7. Evaluation results with PSNR, SSIM, and NRMSE 

reconstruction parameters from all methods indicate that the reconstructed image with the proposed method 

results in the more optimal result of the image. This optimal result is shown from the PSNR and SSIM 

values, which increase after clustering and thresholding; otherwise, the values of NRMSE decrease. The 

average of PSNR and SSIM values of the proposed method are 24.24 and 0.94, respectively, whereas the 

highest value of PSNR and SSIM from other methods, meanwhile the average of NRMSE is 0.04, which is 

the lowest value from other methods. Comparison of PSNR, SSIM, and NRMSE values from each model for 

different methods are also shown in Figures 8 to 10, it is demonstrated that the proposed method has the 

highest PSNR and SSIM values and the lowest value of NRMSE. The optimal value of this parameter is due 

to the image’s background noise, which can be optimally reduced so that the reconstruction results are close 

to the ground truth. 

In addition to indicating the reconstructed image quality, the NRMSE value is also related to the 

reconstructed image accuracy. The smaller the NRMSE value, the more accurate the resulting reconstructed 

image will be. This accuracy can be seen from the shape and position of the reconstructed image. Based on 
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the reconstructed image, as shown in Figure 7, the sixth column, it can be seen that the smaller the RMSE 

value, the shape and position of the reconstructed image are more accurate and closer to the reference image, 

and vice versa. 

 

 

 

Figure 7. Reconstruction results through simulation 

Ground Truth One-step GN TV-IRLS SART SART+ Filter SART+Filter + 

K-means 
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The results of the reconstruction by experiment are shown in Figure 11. Based on the experimental 

results, it can be seen that the results of the reconstruction with the SART+filter method obtained results that 

were similar to the results of the reconstruction with a simulation, where the resulting image compared with 

the actual conditions obtained similar results, both from the shape and position. The reconstructed image shows 

better results than the one-step GN and TV-IRLS methods. Likewise, the reconstruction results obtained by 

combining the SART algorithm with K-means clustering show significantly better results than the reconstruction 

results using other methods, where the reconstruction results clearly show the anomalous objects. 

Apart from being observed from the reconstruction results, the proposed method’s performance is 

also tested based on the computation time. Table 1 shows the computation time of the three methods used during 

the experiment, which were run on a laptop equipped with an Intel(R) Core(TM) i7-6600U CPU and 8 GB of 

RAM. The Table 1 shows that the proposed method has a low-cost computation time compared to other 

methods, proving that the algorithm is efficient for solving EIT image reconstruction problems. 

 

 

 
 

Figure 8. Comparison of PSNR values for different methods 

 

 

 
 

Figure 9. Comparison of SSIM values for different methods 

 

 

 
 

Figure 10. Comparison of NRMSE values for different methods 
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Ground Truth Model One-step GN TV-IRLS SART+Filter SART+Filter+ 

K-means 

A 

     

B 

     

C 

     

D 

     

E 

     

F 

     

 

Figure 11. Reconstruction results through experiment 

 

 

Table 1. Time of computation of each method based on the experiment 
Method Reconstruction time (s) 

Model A Model B Model C Model D Model E Model F 

One step GN 4.32 4.38 4.36 4.36 4.18 4.39 

TV-IRLS 21.86 23.59 22.02 21.98 24.44 21.87 
SART+Filter+K-means 1.80 1.76 1.79 1.86 1.80 1.78 

 

 

4. CONCLUSION  

The reconstructed image from the EIT with the SART algorithm combined with K-means clustering 

demonstrated provides a reasonably optimal image of the reconstruction result. This optimal result is shown 

from the evaluation results of the reconstructed image through simulation, in which quantitatively obtained 

average PSNR and SSIM are the highest compared to other methods; the values are 24.24 and 0.94, 

respectively, and the lowest NRMSE with the value 0.04. Meanwhile, referring to the experiment, 

qualitatively, the reconstructed image obtained is similar to the image reconstruction using simulation, and 

the results are close to the actual conditions of the reconstructed object. In the performance evaluation of the 

experiment compared with one-step GN and TV-IRLS, the proposed method is faster than the other methods. 
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