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 This paper presents an agent-based model employing a stochastic 

optimization search that attempts to find an optimal solution to the online 

bicycle rebalancing problem for general bike-sharing systems. The algorithm 

receives the initial and final global state configuration of the system. The 

main objective of the study is to find the minimum cost path from the initial 

to the final state. Each agent of the model has four behavioral options that 

search the optimal configuration; at each iteration, it selects one of these 

options based on random thresholds and shares the temporary solution found 

with neighboring agents to improve their search process. The algorithm 

presents a high exploratory behavior of the search space, which helps to find 

an approximation away from the local optimal configuration. Additionally, 

the exchanges between agents allow a consensus on the solutions found. The 

algorithm has been tested with two different generated configurations using 

as a basis a real dataset extracted from a functional bike-sharing system 

collected in 2019. The results show a positive evolution originating from the 

emerging effect of stochastic selection and interaction between agents. 
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1. INTRODUCTION 

The bike-share systems (BSS) are an individual service that offer the use of bikes in urban areas [1]. 

BSS is composed of stations that are distributed throughout the city [2]. Generally, the system is integrated 

with others public transport systems [1]. Typically, the BSS are divided in two categories: BSS with docking 

and BSS without docking [3]. The BSS helps to get more durable mobility, the automobile traffic decrease 

and to reduce the pollution generated by the motorized means of transportation [4]–[6]. Research has tried to 

identify the challenges, environmental, economic impacts, users motivations and security, as well as the 

creation, extension and balance [7]–[10]. The first system has been installed in Amsterdam in 1965; 

throughout the years, it has become quite popular and increased its quantity in several cities. Nowadays, there 

are near of 1,000 of them in use and 300 more in development [11]. 

Many problems can be studied to improve the system such as inventory level, fleet size design or 

station design [8]. Other difficulties are the socio-demographic characteristics, perceptions and motivations 

for use the BSS [6], or the prediction of demand [12]. One of the issues that is very associated with the 

system is it repositioning [13]–[15]. There are two types of repositioning: static (offline) and dynamic 

(online). The former is made when the system is not used, and the initial and final states are fixed and known. 

Its objective is to find the optimal state transitions by going from initial to final states. On the other hand, the 

dynamic takes place when the system is used, and the initial and final states are variable [16]. 

https://creativecommons.org/licenses/by-sa/4.0/
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This paper is organized as follows: section 2 presents the most recent related works found in 

literature. Section 3 explains the proposed algorithm for optimizing the rebalancing of BSS for the specific 

problem previously discussed. Section 4 describes and analyzes the experimental results obtained with the 

tested scenarios and the predetermined parameters. Finally, section 5 presents the conclusions and future 

work of the study. 

 

 

2. LITERATURE REVIEW 

The bike-share systems with docks provide the users with a certain number of bikes that can be used 

in a specific slot of time; some docks must be empty in order to receive bikes of users who arrive at the 

station. Given that the system is constantly used throughout the day, it must ensure that, at a specific time, 

there are 𝑥 number of bikes and 𝑦 number of free docks to be able to operate correctly and avoid congestion 

to provide the service to the users. The problem of estimating and guaranteeing a certain number of bikes that 

should be available per day and at each slit of time, and docks that should be free in each station is called the 

rebalancing problem for the bike-share systems [11]. 

In order to propose an algorithm for the rebalancing problem, it is necessary to identify the type of 

stations and try to predict their individual dynamic behavior. There are several alternatives to do so, as 

explained in [5], where is proposed the detection of station having a significantly different behavior from 

their neighboring stations using the spatial correlation with the Moran scatterplot method. Consequently, the 

proposed method enhances significantly the resources. Another method for estimate the demand is proposed 

in [15] where a game theory algorithm is used and in which each player has an objective function. Later for 

the rebalancing, a complete tour is constructed by using the 2-opt algorithm. The focuses change in [3], 

where the center of research for the estimation is the user’s behavior, the authors present a simulation for 

evaluating the loss demand and use it as a measurement of user dissatisfaction. With statistical parametrical 

models [12], try to identify patterns of demand and get a 5% as margin of error. 

Most of the studies found in the literature consider static rebalancing as show in study [17], whose 

main objective is to find a minimum cost route. There, a vehicle performs a series of pickup and delivery 

operations while satisfying the demand and capacity constraints. Furthermore, a vehicle can visit stations 

multiple times but cannot use them to store it temporally or to provide bikes. Therefore, the focus of the 

research is to compare the computational complexity and worst-case analysis of three exact algorithms. 

The contributions from Raviv et al. [18] are the formulation of static rebalancing problem as a 

mixed-integer linear problem (MILP) and the proposal of two other mixed integer linear programs where the 

computational performances are compared. Such a process results in obtaining very effective high-quality 

solutions for real life instances. Another MILP formulation appears in study [11], which presents a 

comparison between four models of mixed linear programming in integers. The works cited above show that 

the formulation of the problem as MILP is effective, but it also has limitations when more complex 

constraints are considered. 

Similarly, the heuristics algorithms has been taken into consideration as shown in [4], where the 

authors divide the problem by clustering all the stations geographically; after that, they calculate the optimal 

local path with a mixed integer-linear model; finally, all the local paths are integrated to get the global 

response. Another formulation is found in study [19], where they suggest a hybrid algorithm between a large 

neighborhood search and the tabu search with good results. In study [3], an approximate solution is obtained 

with a version of the random search metaheuristic. The work of [2] develops two constraint programming 

approach incorporating the large neighborhood search. The results are positive even within a short timeout. 

Inspired in the artificial intelligent (AI), deep sequential learning, Chen et al. [14] uses the 

knowledge from the past problem instances for predicting and calculating a solution, the limitation is that the 

authors consider only one truck. First, they try to identify the best time slot for executing the rebalance, and 

then, they use the real data for training the proposed algorithm. Finally, they apply the trained model to 

predict and present a particular solution. This type of approximation works very well with problems that are 

quite similar to each other because if a problem with additional constraints or new parameters appears, the 

trained model does not work with the same accuracy. 

Several variants of the static rebalancing problem have been studied as well: particularly, Li et al. 

[13] study the case in which many types of bicycles are considered. The work of [20] considers only a single 

available vehicle to make the rebalancing. Repositioning bikes involving multiple vehicles is analyzed in 

[21]. In study [22], the main focus is to investigate the case with only full loads for the vehicles allowed 

between car rental stations. The paper written by Szeto and Shui [23] investigates a bike repositioning 

problem that determines repositioning vehicle routes and loading/unloading quantities at each bike station. Its 

main objective is to minimize the average gap between total demand dissatisfaction tolerance and service 

time. Meanwhile, Wang and Szeto [16] formulate a mixed linear programming model to calculate the 
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repositioning of good or broken bikes by minimizing total CO2. Most of the literature published on bike 

sharing systems does not take into consideration the random phenomena related to this type of problem such 

as weather-related hazards, social movements, inventory management, bike and station maintenance. To 

consider these random phenomena, stochastic estimation and stochastic optimization is one of the most 

appropriate approaches. 

 

 

3. PROPOSED ALGORITHM 

The proposed algorithm seeks to find an approximate optimal solution S to the on-line rebalancing 

problem. The algorithm is planned as follows: 𝑆 = {(𝑖𝑑𝑠𝑡1, 𝑛𝑏𝑖𝑘𝑒); (𝑖𝑑𝑠𝑡2, 𝑛𝑏𝑖𝑘𝑒); … ; (𝑖𝑑𝑠𝑡𝑛 , 𝑛𝑏𝑖𝑘𝑒)}; where 𝑆 

is a structured tuple vector. 𝑖𝑑𝑠𝑡 is the number identifier of a specific station, and 𝑛𝑏𝑖𝑘𝑒 is the number of bikes 

to take (positive number) from 𝑖𝑑𝑠𝑡 or leave (negative number) in 𝑖𝑑𝑠𝑡 station. The potential of solution is 

calculated as formally shown in (1) by using the potential of the agent-based models to explore and exploit 

the research space as the method proposed in [24]. In such an approach, every agent minimizes its own 

objective function while locally exchanging information with other agents in the network over a time-varying 

topology. The strengths of the algorithm are nonparametric statistical inference, the retroaction effects, the 

individual stochastic behavior, diversity of actions, the auto-organization, and emergent effects during 

execution. Table 1 describes the parameters of the algorithm. The structure of agents and stations are 

specified in Tables 2 and 3 respectively. 
 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ 𝑑(𝑆𝑖 , 𝑆𝑖+1)
|𝑆|−2
𝑖=0  (1) 

 

where |𝑆| is the length of 𝑆 and 𝑑(𝑎, 𝑏) is the distance between 𝑎 and 𝑏 

 

 

Table 1. Table of algorithm parameters 
Id Parameter Type 

C Truck loading capacity (homogeneous) ℕ 

L Historic data List of Table 3 

N Initial state of the stations List of Table 4 
F Final state of the stations List of Table 4 

V Distances between stations 𝑉|𝐿𝑥𝐿|(ℝ) 

I Number of agents in the population ℕ 

T Number of iterations ℕ 

 

 

Table 2. Table of agent properties 
Id Property Type 

𝑥𝑎 Discrete probability for action 𝑥𝑎(ℝ) 
𝑆𝑎 The solution of the problem List of Table 4 

𝑓𝑎 The fitness for the proposed solution ℝ 

𝑝𝑟 Threshold of group exchange ℝ 

𝑝𝑏 Threshold of acceptance of a poorer fitness ℝ 

𝑝𝑔 Threshold of neighbor exchange ℝ 

 

 

Table 3. Table of state properties 
Id Property Type 

id Identifier of station ℕ 

O Name of station String 

𝑁𝑏,𝑡 Number of bikes in the time 𝑡 ℕ 

𝑁𝑠,𝑡 Number of disponible spaces in the time 𝑡 ℕ 

 

 

To initiate the stochastic optimization algorithm, it is necessary to know the initial and final states of 

the general system whose structure is shown in Table 4. Since in this case neither of the two states is known 

with certainty, the first phase of the algorithm is to divide the day in time slots (in this case are 48 slots where 

each one of them corresponds to 30 minutes). Moreover, for each slot, a probability distribution is generated 

from the historical data obtained. With this probability distribution, it is possible to generate the most 

probably states: a random initial state and a random final state for two consecutive given time slots, with 

which the stochastic optimization algorithm can be executed. Once the two necessary states have been 

generated, the second phase of the algorithm is executed. The flowchart of second phase is shown in  

Figure 1. Each agent generates its own response by considering one of four possible behaviors for each 
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iteration. The action is selected randomly based on the agent probability discrete distribution for the four 

defined actions like formally shown in the (2) where 0-does not change the solution, 1-generates a new 

solution, 2-exchanges between groups and 3-modifies the solution depending on the information obtained 

from the neighborhood. 

 

𝐷~𝑥𝑎(0, 3) (2) 

 

 

Table 4. Table of station properties 
Id Property Type 

id Identifier of station ℕ 

c Number of bikes. Positive (surplus) and Negative (missing) ℤ 

 

 

From two generated states, two sets are created, the set 𝐴 contains the stations with an excess of 

bikes and whose structure is the 𝑖𝑑 of stations and 𝑐 is the number of excess of bikes and the set 𝐵 contains 

the stations with lack of bikes, whose structure is the 𝑖𝑑 of stations and 𝑐 the number of lack of bikes. For the 

first iteration all the agents set 𝐷 = 1 and 𝑆 = ∅. The construction of solution 𝑆 is explained in the (3), where 

the solution 𝑆 is transformed by the corresponding function asociated to the action. 

 

𝑆 =

{
 

 
𝑆              𝑖𝑓 𝐷 = 0

𝐺(𝑆)       𝑖𝑓 𝐷 = 1

𝐶(𝑆)       𝑖𝑓 𝐷 = 2

𝑅(𝑆)      𝑖𝑓 𝐷 = 3

  (3) 

 

If the selected action is 1, then the generation of the solution is calculated as shown in the recursive 

(4), (5), (6) and (7). The equation (4) verifies that all the elements of sets 𝐴 and 𝐵 are inside the vector 

solution 𝑆. 

 

𝐺(𝑆) = {

𝑆  𝑖𝑓  (∑ |𝑆𝑐|𝑆,𝑆𝑐<0 ≤ ∑ 𝐴𝑐  ∧ ∑ 𝑆𝑐 = ∑ |𝐵𝑐|𝐵𝑆,𝑆𝑐>0𝐴 ) ∨

(∑ |𝑆𝑐|𝑆,𝑆𝑐<0 = ∑ 𝐴𝑐𝐴 ∧ ∑ 𝑆𝑐 ≤ ∑ |𝐵𝑐|𝐵𝑆,𝑆𝑐>0 )

𝐺(𝐺𝑎(𝑆))                                                           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (4) 

 

The solution 𝑆 must be completed by adding stations and bikes to carry in the truck as shown in the (5). If the 

truck has zero or a positive number of bikes lower than the capacity 𝐶, then, the threshold 𝑝 chooses a station 

from set 𝐴 considering a random value by using (6). Nevertheless, if the truck has full capacity 𝐶, it is 

necesary to select a station from set 𝐵 by using (7). 

 

𝐺𝑎(𝑆) = {
𝐺𝑏(S) 𝑖𝑓  ((∑ 𝑆𝑐) = 0𝑆 ) ∨ (|𝑆| = 0) ∨ (𝑟𝑎𝑛𝑑() > 𝑝 ∧ (∑ 𝑆𝑐𝑆 ) < 𝐶)

𝐺𝑐(𝑆)                                𝑖𝑓  ((∑ 𝑆𝑐) = 𝐶𝑆 ) ∨ (|𝑆| > 0 ∨ (∑ 𝑆𝑐) > 0𝑆 )
 (5) 

 

If the chosen option is “select a station from set 𝐴”, then a random station is selected, however, it is necessary 

to check the truck capacity 𝐶. If the truck is fully loaded and there are surplus bikes, the number on the 

station is updated as shown in the (6). 

 

𝐺𝑏(𝑆) = {𝑆∩ < 𝑋, 𝑖(𝑋, 𝑆) >∶ 𝑋~𝑈(𝐴)}   
𝑤ℎ𝑒𝑟𝑒 

𝑖(𝑋, 𝑆) = {
𝑋𝑐 , 𝐴 = 𝐴 \< 𝑋 >                                𝑖𝑓 (∑ 𝑆_𝑐) + 𝑋_𝑐 ≤ 𝐶𝑆

𝐶 − (∑ 𝑆𝑐), 𝐴(𝑋)𝑐 = 𝐴(𝑋)𝑐 + (∑ 𝑆𝑐𝑆 ) − 𝐶       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒𝑆
 (6) 

 

If the chosen option is “select a station from set 𝐵”, a random station is selected, but the number of bikes that 

can be left at the station must be less or equal to the amount carried in 𝐶 by the truck, as shown in the (7). 

 

𝐺𝑐(𝑆) = {𝑆
∩ < 𝑌, 𝑗(𝑌, 𝑆) >∶ 𝑌~𝑈(𝐵)}   

𝑤ℎ𝑒𝑟𝑒 

𝑗(𝑌, 𝑆) = {
𝑌𝑐 , 𝐵 = 𝐵 \< 𝑌 >                                𝑖𝑓 |𝑌𝑐| ≤ (∑ 𝑆_𝑐)𝑆

(∑ 𝑆𝑐), 𝐵(𝑌)𝑐 = 𝐵(𝑌)𝑐 + (∑ 𝑆𝑐𝑆 )               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒𝑆
 (7) 
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Figure 1. Flowchart representing the second phase algorithm 

 

 

 When the action is 2, the exchange between groups is calculated by using the (8), (9), (10) and (11). 

The function 𝐺𝑟 , generates multiple vectors from the vector 𝑆 by using the function 𝑀, which splits a vector 

with the constraint received as a parameter. In this case, each generated sub-vector corresponds to a group of 

the solution. 

 

𝐺𝑟(𝑆) = 𝑀((∑ 𝑆𝑐) = 0
|𝑆|−1
𝑖=0   (8) 
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The threshold 𝑝𝑟 allows to decide the exchange between two groups with the function τg or the elements of 

same group with the function τe as shown in (9). 

 

𝐶(𝑆) = {
𝐶𝑎(𝑆)         𝑖𝑓 𝑟𝑎𝑛𝑑() < 𝑝𝑟
𝐶𝑏(𝑆)                 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (9) 

 

The groups 𝑔1 and 𝑔2 are generated with the (8). The “permutation” function 𝜏𝑔 exchanges the vectors of 

indexed groups as 𝑔1 and 𝑔2, then concatenates them in the solution vector 𝑆, as shown in (10). 

 

𝐶𝑎(𝑆) = {
𝜏𝑔(𝑆, 𝑔1, 𝑔2)       𝑖𝑓 𝑟𝑎𝑛𝑑() < 𝑝𝑏  ⋁ 𝑓𝑖𝑡 (𝜏𝑔(𝑆, 𝑔1, 𝑔2)) ≤ 𝑓𝑖𝑡(𝑆)

𝑆                                                                                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (10) 

 

The “permutation” function 𝜏𝑒 exchanges the elements 𝑒𝑔1 and 𝑒𝑔2 that belong to the same group vector 𝑔. 

Later, it concatenates all group vectors in the solution vector 𝑆 as described in the (11). 

 

𝐶𝑏(𝑆) = {
𝜏𝑒(𝑆, 𝑒𝑔1, 𝑒𝑔2)       𝑖𝑓 𝑟𝑎𝑛𝑑() < 𝑝𝑏  ⋁ 𝑓𝑖𝑡 (𝜏𝑒(𝑆, 𝑒𝑔1, 𝑒𝑔2)) ≤ 𝑓𝑖𝑡(𝑆)

𝑆                                                                                                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (11) 

 

The performance of the solution 𝑆 as shown in the (12) is calculated as a sum of the distances between all the 

stations inside vector 𝑆. 

 

𝑓𝑖𝑡(𝑆) = ∑ 𝑑(𝑆𝑖𝑑,𝑖 , 𝑆𝑖𝑑,𝑖+1)
|𝑆|−2
𝑖=0    (12) 

 

where 𝑑(𝑎, 𝑏) is the distance between 𝑎 and 𝑏 

 If the action is 3, then the solution rearrangement is produced with the neighborhood information. In 

this case, two options are possible: the first is to copy the randomly selected neighbor’s solution 𝐾 function; 

second one is to reorder the groups of the existing solution based on the selected neighbor’s order 𝐸 function, 

as shown in the (13), where 𝑆𝑣 is the solution of the randomly selected 𝑉 neighbor. The 𝐸 function searches 

groups that are like 𝑆 and 𝑆𝑣 based only on the initial Station ID. Subsecuently, it reorders 𝑆 by placing the 

similar groups in the same done position as 𝑆𝑣. 

 

𝑅(𝑆) = {
𝐾(𝑆, 𝑆𝑣)        𝑖𝑓 𝑟𝑎𝑛𝑑() < 𝑝𝑔
𝐸(𝑆, 𝑆𝑣)                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (12) 

 

The generated solution is a list that has a structure, the identifier of the station 𝑖𝑑 and the number of bikes to 

take 𝑐 (positive number) or leave (negative number). 

 

 

4. EXPERIMENTAL RESULTS 

The results were obtained within 6 weeks of data collected in 2019 from the Dk-Velo system. The 

system entered service on August 31, 2013. Nowadays, it is composed of 46 automatic stations and 350 

bicycles as shown in Figure 2. It is automatic and available 24 hours a day, 7 days a week. The data has been 

collected automatically, because the web page allows knowing in the state of global system in real-time, the 

state of each of the stations and the number of bikes in service [25]. 

For phase 1, the probability distribution has been constructed as a histogram with data obtained for 

each station in the specific time slot, as shown in Figure 3, for the station “01 Gare SNCF” in the time slot 

“00:00-00:30”. By applying the constructed histograms, a complete test scenario is generated to demonstrate 

the algorithm evolution. Such scenario is shown in Table 5 where the identification of the station, the number 

of bikes in the initial state and the number of bikes in the final state appear. The missing stations in the table 

have the same number of bikes in the initial and final states. 

Tables 6 and 7 present the numerical results obtained for the generated scenario with a change of the 

number of agents 𝐼, iterations 𝑇 and truck capacity 𝐶. The results have been generated with 100 runs. The 

data in Tables 6, 7 and Figures 4, 5 show that the algorithm works better with more iterations than with more 

agents. Furthermore, there is no direct relationship between variance, number of agents and number of 

iterations. Boxplot representing the results comparison between the six algorithm configurations can be seen 

in Figure 4(a) and Figure 5(a). Boxplot representing the numerical results for the I50C5T100 configuration 

can be seen in Figure 4(b) and Figure 5(b). 
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Figure 2. Geographical distribution of DK-velo system stations (adapted from [25]) 

 

 

 
 

Figure 3. Histogram generated for the station “Gare SNCF” in the time slot 00:00-00:30 

 

 

Table 5. Data generated for the test scenario with change in 40 stations 
Id Station 1 3 4 5 6 7 8 9 10 11 12 13 14 15 

Initial State 7 0 6 6 2 4 4 10 6 4 8 0 5 9 

Final State 8 4 2 8 4 0 3 9 10 9 10 5 3 2 
Id Station 16 17 18 19 20 21 23 24 25 26 29 31 32 33 

Initial State 9 6 11 4 8 9 10 7 4 7 9 7 11 11 

Final State 4 7 8 1 9 10 12 10 2 4 6 12 1 14 
Id Station 34 35 36 37 38 40 41 42 43 44 45 46   

Initial State 6 4 9 9 7 7 7 5 1 2 6 5   

Final State 7 5 5 10 11 10 1 9 2 3 2 10   
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Table 6. Numerical results for configurations of algorithm with C=5 
Parameters Best Worst Mean Variance 

I20C5T20 142.28 157.25 148.7 20.748 
I50C5T20 133.24 152.25 142.14 16.371 

I20C5T50 128.41 149.35 139.88 41.5 

I50C5T50 128.12 142.35 134.46 20.53 
I20C5T100 122.37 142.71 131.16 30.496 

I50C5T100 114.92 136.52 126.43 29.991 

 

 

Table 7. Numerical results for configurations of algorithm with C=10 
Parameters Best Worst Mean Variance 

I20C10T20 105.22 137.06 129.32 81.161 

I50C10T20 111.30 134.27 128 36.228 

I20C10T50 113.21 130.74 122.7 27.552 
I50C10T50 109.13 126.69 119 24.641 

I20C10T100 111.08 128.16 119.24 26.962 

I50C10T100 102.36 122.07 114.25 27.96 

 

 

 
(a) 

 

 
(b) 

 

Figure 4. Boxplots obtained in the simulation with 𝐶 = 5; (a) Boxplot representing the results comparison 

between the six algorithm configurations; and (b) Boxplot representing the numerical results for the 

I50C5T100 configuration 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 Stochastic agent-based models optimization applied to the problem of rebalancing …(Daniel Soto Forero) 

5649 

 
(a) 

 

 
(b) 

 

Figure 5. Boxplots obtained in the simulation with 𝐶 = 10; (a) Boxplot representing the results comparison 

between the six algorithm configurations, and (b) Boxplot representing the numerical results for the 

I50C10T100 configuration 

 

 

The boxplot charts of the Figures 4(b) and 5(b) show that in the tested cases the algorithm is highly 

exploratory in the search space and generates many outliers’ solutions, which allows the algorithm not to stay 

in local solutions. The best solution obtained with generated test scenario and parameters 𝐼 = 50, 𝐶 = 5,  

𝑇 = 100 is 𝑆 = (36 4) (20 -1) (5 -2) (4 4) (17 -1) (19 1) (42 -4) (33 -1) (32 5) (37 -1) (19 1) (38 -4) (32 4)  

(13 -5) (19 1) (8 1) (15 2) (9 1) (46 -5) (45 4) (3 -4) (7 4) (10 -4) (15 5) (11 -5) (32 1) (1 -1) (41 5) (31 -5)  

(29 3) (24 -3) (26 3) (23 -2) (16 4) (21 -1) (16 1) (12 -2) (35 -1) (33 -2) (14 2) (40 -2) (41 1) (25 2) (43 -1) 

(44 -1) (40 -1) (18 3) (34 -1) (6 -2) with fitness equal to 114.920286. 

 

 

5. CONCLUSION 

This paper proposes a stochastic algorithm using an agent-based model as a possible alternative to 

find a solution for the problem of rebalancing bike-share systems; their behavior is stochastic as well as the 

space exploration. The algorithm finds an approximated minimum solution for the suggested scenario, 
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resulting in exploring several possibilities. With the tested configurations, it can be concluded that the 

algorithm behavior works better with more iterations and fewer agents to get a good approximation. The 

results obtained confirm the power of collective intelligence, the strength of stochastic search, and the 

importance of interactions and information exchanges. The algorithm can be useful to solve one of the main 

problems of bike-sharing systems and to increase their use as they have proven to be beneficial for cities. As 

future research can be considered the BSS without docking and geo-referential positions, the city traffic, and 

the state of streets for the same time slots of the algorithm and calculate the fitness with that penalization, 

convert the algorithm for multi-objective optimization. Additionally, it is possible to add constraints like 

truck damage, the itinerary change, or CO2 emissions. 
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