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 A part of the nerves that govern the human body are found in the spinal 

cord, and a fracture of the upper cervical spine (segment C1) can cause 

major injury, paralysis, and even death. The early detection of a cervical 

spine fracture in segment C1 is critical to the patient’s life. Imaging the 

spine using contemporary medical equipment, on the other hand, is time-

consuming, costly, private, and often not available in mainstream medicine. 

To improve diagnosis speed, efficiency, and accuracy, a computer-assisted 

diagnostics system is necessary. A deep neural network (DNN) model was 

employed in this study to recognize and categorize pictures of cervical spine 

fractures in segment C1. We used EfficientNet from version B0 to B7 to 

detect the location of the fracture and assess whether a fracture in the C1 

region of the cervical spine exists. The patient data group with over 350 

picture slices developed the most accurate model utilizing the EfficientNet 

architecture version B6, according to the findings of this experiment. 

Validation accuracy is 99.4%, whereas training accuracy is 98.25%. In the 

testing method using test data, the accuracy value is 99.25%, the precision 

value is 94.3%, the recall value is 98%, and the F1-score value is 96%. 
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1. INTRODUCTION 

The human spine is a critical body component that permits the body to stand upright. The spine is 

made up of segments that allow the spine to move freely and the body to conduct a range of movements. The 

spine is divided into segments, which include 7 segments (C1-C7) of the upper spine (cervical spine),  

12 segments (T1-T12) of the chest, 5 waist segments (L1-L5), 5 sacral segments (S1-L5), and a caudal 

section [1] as shown in Figure 1. Muscles and tendons also exist in the spine and serve as connections 

between bone segments, nerves, and other essential tissues that link various organs in the brain and body. 

Bone is composed of two distinct tissues: thicker and more compact on the outside and a network of thin 

fibers on the interior [2]. 

A cervical spine fracture (CS-fx) can cause significant damage and a high likelihood of paralysis, 

and a delay in diagnosis can result in a long illness and a high risk of mortality. After one year of surgery, the 

risk of death remains considerable for people over the age of sixty [3], [4]. Several studies on the causes and 

hazards of spinal fractures have been conducted: Fredø et al. [5] determined that over 3,000 people met the 

https://creativecommons.org/licenses/by-sa/4.0/
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criterion for major cervical spine injury during a three-year period (2009-2012). Approximately 3,000 

individuals had one or more CS-fx, with roughly 300 suffering significant non-fractured upper cervical spine 

damage. These patients are frequently above the age of fifty, and men suffer around 70% more than women. 

The most prevalent cause of accidents, according to Leucht et al. [6], is falling (39%), followed by driving 

accidents (26.5%). This incident caused a cervical spine fracture (65%) and extensive damage to several 

segments (80%). Watanabe and colleagues [7] suffering is most frequent in the elderly because to 

deterioration of strength and bone mass, and it spreads to the upper spine and neck. High-energy impacts 

generated by high levels of exercise result in more injuries among young people. 

 

 

 
 

Figure 1. Human vertebral-column 

 

 

Medical imaging technologies, such as computed tomography [8]–[12], have become widely used 

for image processing, allowing doctors to make a more detailed diagnosis. Magnetic resonance imaging  

[13]–[19] has been used to look at areas that are difficult to see because they are obscured by other organs. 

However, imaging the spine using modern medical technology is time-consuming, expensive, classified, and 

not frequently available in primary care. Computer-aided diagnostics systems are required to improve 

diagnostic speed, accuracy, efficiency, and accuracy.  

Artificial neural networks (ANNs) with progressively thick layers have grown rapidly in recent 

years toward specialized computing technologies, particularly deep learning (DL). Because of their ability to 

examine a growing amount of data, DL techniques are gaining favor as computers develop. With the 

availability of additional devices capable of speeding up the computer process [20]. DL enhances medical 

image classification by using layers such as pooling, convolution, fully connected, activation, and a variety of 

other hyperparameter settings. This study used deep learning to classify upper cervical spine fractures (C1 

segment). ImageNet is also used for transfer learning to improve training effectiveness and efficiency. In this 

investigation, we employed eight varieties from the EfficientNet family (variants B0 to B7). 

 

 

2. RELATED WORK 

Several research on the categorization of vertebral fractures using CNN have been reviewed briefly: 

Small and colleagues [21] CNN was evaluated for its ability to aid radiologists in the detection of cervical 

spine fractures. To identify cervical spine fractures, Salehinejad et al. [22] employed a long-short-term 

memory (LSTM) layer. Voter et al. [23] did research on the performance of artificial intelligence decision 

assistance systems, as well as an examination of failures and bad performance. Boonrod et al. [24] employed 

codeless DL as the foundation for their training and testing. Calculate the network model’s level of 

diagnostic accuracy, sensitivity, and specificity. Merali et al. [25] employed the ResNet-50 convolutional 

neural network (CNN) architecture to assess the density of the cervical spinal cord in their study. 

 

 

3. METHOD 

This study’s technique consists of multiple steps, beginning with integrating several data files into 

one file and then filtering and sorting to extract the required data. Divide the data into training and validation 

sets before running the training process to determine the best model. Using the model to classify the 

validation data. Then, using the segmentation box, locate the fault. Figure 2 depicts the experimental flow. 

 

3.1.  Classification 

The supervised classification method includes making one or more characteristics a target and 

categorizing the target, as well as other features serving as input data in the learning process. If the target 

class is not accessible, the procedure is known as unsupervised classification, and it is followed by the 
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clustering process. This study employs supervised classification for feature segment C1, which is separated 

into two classes, namely whether or not there is a break in segment C1, and the input for the data train is an 

image that has been translated into a specific value based on the pixel. 

 

 

 
 

Figure 2. Chart of experimental flow 

 

 

3.2.  Convolutional neural network  

Convolutional neural network (CNN) is a technique for assessing informative components of a 

picture that has been broken into smaller image sections (windows). The window will change based on the 

stride value to hunt for local characteristics that might give useful information. Then, convert the window 

into a numerical matrix (filter). In the filter matrix, many weight combinations can be used. Softmax and 

ReLU are two popular types of filters. To distinguish the picture bounds, a padding technique is typically 

utilized, which involves adding pixels to the image boundaries’ edges as shown in Figure 3. A pooling 

strategy is used to summarize key information as shown in Figure 4. The window matrix is combined 

(pooled) into a vector using the pooling technique. Max pooling and average pooling are two forms of 

pooling that are often employed in neural networks. The fully connected approach is then utilized to 

aggregate all of the information collected for picture categorization. 

 

 

  
  

Figure 3. Illustration of padding and convolution Figure 4. Example of maximum and average pooling 

 

 

3.3.  Dataset preprocessing and analysis  

The dataset from www.kaggle.com [26] consists of two comma separated values (CSV) files: 

train.csv and train bounding boxes.csv, as well as two picture folders: train images and segmentation. The 

train images folder has a number of patient id subfolders (StudyInstanceUID), each of which contains a 

different number of images and has the digital imaging and communications in medicine (DCM or DICOM) 

extension. The segmentation folder comprises a series of patient id subfolders (StudyInstanceUID), and each 

subfolder contains mask pictures in neuroimaging informatics technology initiative (NIfTI) format. The 

train.csv file contains 2,019 rows of patient data showing a fracture (number 1) or no fracture (number 0) for 

each segment (segments C1 to C7) and the entire cervical spine of each patient as shown in Figure 5. The 

train bounding boxes.csv file contains 7,217 patient rows with descriptions of the position and size of the box 

(mask) of the fault area as shown in Figure 6. 

Because of restricted computer capabilities, only the required and relevant medical information is 

included in each DICOM picture file, namely: 

http://www.kaggle.com/
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− Obtaining data and generating a PatientID column from a StudyInstanceUID column 

− Identifying patients with fracture data in their cervical vertebrae (patient overall=1) 

− Counting the number of photographs associated with each PatientID 

− Select data TransferSyntaxIUD=Explicit VR Little Endian 

− Select PhotometricInterpretationInfo=MONOCHROME2  

− Select BitsStored=16 

− Select a picture with a resolution of 512×512 pixels. 

− Retrieves RowsColumns and PixelSpacing information for each DICOM picture 

− Retrieves WindowCenter and WindowWidth information for each DICOM image 

− Selects each image with PixelRepresentation=1 

Figure 7 shows some of the data resulting from the merger of the selected data. 

 

 

  
  

Figure 5. Train.csv file Figure 6. Train bounding boxes.csv file 

 

 

 
 

Figure 7. The results of merging with the selected data 

 

 

The selection of data is done based on the number of image slices from each patient so that the 

training data is separated into two parts. The first data set is patient data with the number of slices ranging 

from 0 to 350 images, while the second data set consists of the number of slices of more than 350 images. In 

preparation for the training procedure, the data were further separated into three parts: training data (90%), 

validation data (5%), and test data (5%). 

 

3.4.  Pre-trained EfficientNet architecture  

Because of its ability to handle vast volumes of input, CNN is a strong and widely used multi-layer 

neural network [27]. In the past, most computer vision researchers extracted features manually in order to 

gain better classification results. CNN currently conducts feature extraction automatically during the training 

phase by utilizing the pooling layer and convolution layer [28]. In general, increasing the available resources 

allows CNN to improve its accuracy. Increasing the layer depth [29] or breadth [30] is a typical method. A 

less common, but more popular method is to raise the image resolution size [31]. In comparison to other 

designs, the EfficientNet family has a balanced layer thickness, layer breadth, and picture resolution as 

shown in Figure 8(a)-(e). Scaling the model using transfer learning datasets (ImageNet, CIFAR-10,  

CIFAR-100, CIFAR-101, and Flower), the EfficientNet family significantly outperforms other architectures 

with high effectiveness, efficiency, fewer parameters, and faster computation [32]. 
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Figure 8. Model sizing EfficientNet layer (a) illustrates a rudimentary network, (b)-(d) are traditional scaling 

methods that enhance only one network dimension (width, depth, or resolution), and (e) is our suggested 

integrated scaling approach that evenly scales each of the three aspects at a constant ratio 
 

 

We present a framework in this research that makes use of eight architectural model versions from 

the EfficientNet family: B0 through B7. These eight variants are utilized as a comparison to acquiring a 

decent accuracy value; the training procedure with these eight variants is carried out independently. The 

mobile subblock array (MBConv) introduced by Tan et al. [33], [34] is the foundation of EfficientNet. The 

greater the variance, the greater the number of channels as shown in Table 1. 

Because of the restricted quantity of data, transfer learning (ImageNet) is utilized to achieve model 

convergence rapidly. Pooling is needed to turn the feature map into a number because the categorization is 

binary. The sigmoid activation function is then used to connect this layer to the dense layer. Adamax 

optimization, loss calculation using categorical cross-entropy, metric accuracy, learning rate 0.001, and 

epoch 50 are used to compile the model [35]. 

 

 

Table 1. Number of channels per stage from 8 variants of EfficientNet architecture 
Subblock B0 B1 B2 B3 B4 B5 B6 B7 

Conv3×3 32 32 32 40 48 48 56 64 
MBConv1, k3×3 16 16 16 24 24 24 32 32 

MBConv1, k3×3 24 24 24 32 32 40 40 48 

MBConv1, k3×3 40 40 48 48 56 64 72 80 
MBConv1, k3×3 80 80 88 96 112 128 144 160 

MBConv1, k3×3 112 112 120 136 160 176 200 224 

MBConv1, k3×3 192 192 208 232 272 304 344 384 
MBConv1, k3×3 320 320 352 384 448 512 576 640 

Conv1×1+Pooling+FC 1,280 1,280 1,408 1,536 1,792 2,048 2,304 2,560 

 

 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

The procedure was carried out in two steps in this investigation. That example, the first step runs the 

classification model on the training data, while the second stage uses bounding boxes and segmented image data 

to locate fracture locations on the test data. The input data is split into two categories. The first group is patient 

data, which consists of picture fragments ranging from 0 to 350. This first group has a total of 18,288 photos. 

This input data (18,288 photos) is split into three categories: 90% for training data (16,459 images), 5% for 

validation data (915 images), and 5% for test data (915 images). The second group consists of patient data, 

which includes over 350 picture fragments. This second group has a total of 10,614 images. This input data 

(10,614 images) is split into three categories: 90% for training data (9,552 images), 5% for validation data  

(531 images), and 5% for test data (531 images).  

Figure 9 shows the training results in the form of loss and accuracy graphs for the patient data group 

that has a number of slices between 0-350 images. The graphs of training loss and validation of loss appear to 

coincide with loss values between 3.6 and 4.1. In general, the graphs for accuracy training and validation 

appear to be spread out, except for versions B2 and B3 which look rather tight. 

Figure 10 is the result of training for the patient data group which has more than 350 image slices. 

The training loss and validation loss graphs seem to coincide, but still have a loss value between 2.7 and 3.2. 

The graphs of accuracy training and accuracy validation look better and coincide, although B4 and B7 seem 

to spread at the beginning of the epoch but then narrow at the end of the epoch. 
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Figure 9. The results of the training process using the EfficientNet version Eff-B0-Eff-B7 for the patient data 

group that has slices between 0-350 images 
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Figure 10. Results of the training process using EfficientNet versions Eff-B0-Eff-B7 for patient data groups 

that have slices of more than 350 images 
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The training process takes a significant period of time due to limited infrastructure. As a result, it 

was concluded in this study that the training process was carried out with epoch 50, with the purpose of 

achieving a reasonably excellent accuracy value. Table 2 displays the processing time for each version, and it 

can be observed that the time has increased owing to the thicker number of layers. Between versions B4 and 

B5, there was a significant increase in time.  

 

 

Table 2. The length of time required for the training process for each version of EfficienNet 
Slice B0 B1 B2 B3 B4 B5 B6 B7 

0-350 1:27:36 1:18:22 1:29:47 1:30:15 1:51:9 3:29:52 3:16:49 4:30:28 
>350 0:38:31 0:47:25 0:55:21 1:26:25 1:20:36 5:40:29 5:44:43 5:47:55 

 

 

After the model is obtained using 8 versions of the EfficienNet architecture and two different input 

datasets. Furthermore, test data will be fed to the model to measure the performance capabilities of the 

model. This measurement uses a confusion matrix consisting of 5 variables, namely precision, recall,  

F1-score, support, and accuracy as shown in Figure 11. Figure 12 is the confusion matrix, the test results of 

the model for a dataset group of 0-350 images and a dataset group of more than 350 images. Measurement 

variables from training and testing results are numerically collected in one Table 3. 

 

Precision =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (1) 

 

F1 score = 2 ∗ 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (2) 

 

Recall =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

Accuracy =  
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝐹𝑃+𝑇𝑃+𝐹𝑁
 (4) 

 

 

 
 

Figure 11. Calculation accuracy with the confusion matrix 

 

 

Table 3 shows that the accuracy values for the patient group with the number of slices 0-350 in the 

“TRAINING” column vary from 0.65 to 0.85, while the loss values range from 3.5 to 4.1. The “TESTING” 

column displays accuracy (0.65 to 0.78), precision (0.5), and recall (0.5 to 0.7). The F1-score for the  

0-350 group is roughly 50%, showing that there is some overfitting since the data used during training gives 

strong predictions but produces poorer predictions during testing. The model for this group does not 

generalize well, thus when tests are performed using other data, the accuracy is reduced, or the results are not 

as predicted. 

The accuracy values for ‘Train’ and ‘Validation’ in the set of patients with more than 350 slices in 

the “TRAINING” column vary from 0.97 to 0.99, while the loss values range from 2.7 to 3.2. The 

“TESTING” column displays accuracy scores ranging from 0.96 to 0.99, precision values ranging from 0.6 to 
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0.95, and recall levels ranging from 0.75 to 1.0. The F1-score is approximately 90%, and the training and 

testing accuracy appears to be extremely good. The loss amount must still be increased by increasing the 

percentage from 5% to 10% for each validation and testing data set. EfficientNet B6 achieved the maximum 

accuracy value of 0.9925 for patient data groups with slices of more than 350 pictures. Select the 

EfficientNet B6 kernel model at the end of the procedure to be utilized in deciding the classification and 

segmentation of the test data as shown in Figures 10 and 11. An Intel(R) Core i5-10400F CPU operating at 

2.90 GHz, 8 GB of RAM, Windows 10 (64-bit) OS, and NVIDIA GeForce GT 710 graphics powered this 

experiment. The training method in this study was carried out on a Kaggle notebook, and we employed CPU 

and GPU accelerators (T4x2) on Kaggle concurrently to boost the notebook environment’s power and 

shorten training time. 
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Figure 12. Confusion matrix: test findings and data 

 

 

Table 3. Variables for measuring the results of training and testing 
Slice  TRAINING TESTING 

Train Validation Classification Report 

acc loss acc Loss acc precision recall F1-score 

0-350 

B0 0.7650 3.7146 0.7823 3.6356 0.7574 0.4934 0.5114 0.5022 

B1 0.7525 3.7635 0.7101 3.7850 0.6689 0.3883 0.6667 0.4908 

B2 0.7850 3.8196 0.7954 3.8150 0.7836 0.5425 0.6119 0.5751 

B3 0.8200 3.7246 0.7549 3.8762 0.7443 0.4775 0.7260 0.5761 

B4 0.8175 4.0363 0.6455 4.1676 0.6940 0.4247 0.7854 0.5513 
B5 0.8250 3.8555 0.7505 3.9375 0.7563 0.4926 0.6119 0.5458 

B6 0.8550 3.6374 0.8074 3.7517 0.7825 0.5345 0.7178 0.6090 

B7 0.7825 3.8687 0.7801 3.8874 0.7694 0.5123 0.7626 0.6128 

          

>350 

B0 0.9800 2.7584 0.9736 2.7401 0.9642 0.8636 0.7451 0.8000 

B1 0.9725 2.9985 0.9755 3.0127 0.9718 0.7903 0.9608 0.8673 
B2 0.9825 2.7296 0.9887 2.7164 0.9718 0.7812 0.9804 0.8696 

B3 0.9775 3.2519 0.9623 3.2390 0.9586 0.7042 0.9804 0.8197 

B4 0.9750 2.9239 0.9831 2.9313 0.9699 0.7612 1.000 0.8644 
B5 0.9700 3.0613 0.9906 2.9986 0.9925 0.9273 1.000 0.9623 

B6 0.9825 2.8169 0.9944 2.7675 0.9925 0.9434 0.9804 0.9615 

B7 0.9820 3.1506 0.9605 3.1485 0.9529 0.6711 1.000 0.8031 
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This report only presents one patient who was diagnosed as having a fracture in the C1 segment to 

avoid using too many pages to graphically demonstrate the results of classification and segmentation. 

Figure 13 depicts an extraction picture from a patient with the ID: 1.2.826.0.1.3680043.12281, and Figure 14 

depicts a visual segmentation result from the same patient, which clearly indicates an upper neck fracture 

(C1) in slices 126 and 127. 

 

 

 
 

Figure 13. Extraction images of test data 

 

 

 
 

Figure 14. The results of the segmentation of the test data 

 

 

5. CONCLUSION 

Steps in identifying C1 segment cervical spine fractures include data preparation (combining, 

choosing, and sorting), training the dataset to construct the model, calculating accuracy and loss values, 

predicting test data, and creating fracture localization boxes. Even though the training and validation 

accuracy is around 80%, the training and validation loss values are still around 30%, and the F1-score is still 

about 50% for the patient group with a number of slices ranging from 0 to 350 images. This model cannot be 

utilized to effectively generalize test data since it produces unexpected predictions. Adding patient data with 

a number of slices of 0-350 images can enhance results by balancing the data. 

Meanwhile, version B6 earned the greatest training accuracy score (98.25%), training validation 

value of 99.4%, testing accuracy of 99.25%, precision, recall, and F1-score extremely excellent in the patient 

data group with more than 350 slices. Despite the fact that the training and validation loss values still need to 

be improved by raising the original percentages for validation and testing data by 5% to 10%. Because it 

produces predicted outcomes, the model for this data group may be used to generalize to additional test data. 

Using a higher version of the design (deeper layers) does not always result in better accuracy, 

according to our observations. By selecting the appropriate data set, high accuracy may be reached. Based on 

the processing time of each version, the training duration for the EfficientNet version with a thicker layer 

tends to be longer when utilizing the same data. Several parameters, such as the number of epochs, learning 

rate, number of layers, and input pixel size utilized during training, are chosen to attain a high accuracy value 

while taking into account the computer infrastructure employed. 
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