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 U-net convolutional neural network (CNN) is a famous architecture 

developed to deal with medical images. Fine-tuning CNNs is a common 

technique used to enhance their performance by selecting the building blocks 

which can provide the ultimate results. This paper introduces a method for 
tuning U-net architecture to improve its performance in medical image 

segmentation. The experiment is conducted using an x-ray image 

segmentation approach. The performance of U-net CNN in lung x-ray image 

segmentation is studied with different activation functions, optimizers, and 
pooling-bottleneck-layers. The analysis focuses on creating a method that 

can be applied for tuning U-net, like CNNs. It also provides the best 

activation function, optimizer, and pooling layer to enhance U-net CNN’s 

performance on x-ray image segmentation. The findings of this research 
showed that a U-net architecture worked supremely when we used the 

LeakyReLU activation function and average pooling layer as well as 

RMSProb optimizer. The U-net model accuracy is raised from 89.59 to 

93.81% when trained and tested with lung x-ray images and uses the 
LeakyReLU activation function, average pooling layer, and RMSProb 

optimizer. The fine-tuned model also enhanced accuracy results with three 

other datasets. 
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1. INTRODUCTION  

Convolutional neural network (CNN) is a known class of artificial neural networks (ANN) usually 

used in image analysis. CNN is the multi-layer architecture built by stacking alternative layers of filters to 

extract features and details from images, so conclusions such as classification, recognition, or segmentation 

are conducted. U-net-shaped architectures have been used in medical image segmentation as a reliable 

architecture. The essential advantage of U-net CNNs is their ability to increase the resolution of extracted 

features by acquiring the up-sampling process [1]. 

Medical image analysis with artificial intelligence (AI) tools has emerged as a helping tool in 

biomedical research and healthcare. Data collected from different sources are deployed to train AI models, 

which are later used to aid in diagnostic analysis. The data, usually images collected from different sources 

with variant specifications such as size, type, and resolution, should be processed and prepared for training 

and testing. Collecting a sufficient amount of data is also difficult due to privacy issues associated with 

patients’ medical information. One such common utilization of AI in studying medical images is image 

https://creativecommons.org/licenses/by-sa/4.0/
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segmentation. Image segmentation aims to extract specific information from medical images, such as tumors 

or locating bleeding vessels. Since such information is not likely to be easily identified with the abstract eye, 

image segmentation applications are used to find corresponding information [2]. 

AI models used in medical data analysis can tolerate not much shortage in accuracy; due to the 

nature of actions built over them. For example, diagnostic decisions might lead to a therapy plan or surgical 

actions. Hence AI models used in medical applications should be reliable and accurate. At the time, 

researchers put much effort into analyzing the problem from a medical point of view. AI models used in 

studying the medical problem are not given the same degree of attention, leading to contradictory decisions 

between different models or even incomplete decisions [3]. 

This paper covers the need for adopting a CNN architecture that creates an optimal model for 

medical image segmentation using U-net CNNs. The performance of architecture varies with different 

activation functions and optimizers. Additionally, the performance of U-net CNNs is highly dependent on the 

type of pooling layer located between the feature selection side of the architecture and the up-sampling side. 

This work is motivated by many facts, such as that a lousy selection of an activation function in 

CNNs can lead to vanishing or exploding gradient problems. At the same time, a good choice of optimizer 

can lead to faster and more accurate learning models. The pooling layer in U-net architectures lies between 

the architecture’s feature selection and up-sampling sides. Hence it has a crucial role in the performance 

quality of the U-net. U-net architectures should be studied and analyzed to be driven into a comfortable area 

of trust so that they can be helpful in medical institutions with more confidence. CNN architectures like U-net 

consist of multiple components that need to be adequately assembled; thus, a perfect use can be achieved.  

This work analyzes U-net CNN segmentation results in the context of accuracy and loss value with 

different shapes of the U-net CNN’s varying activation function, the optimizer function, and the pooling 

layer. The data set used in the analysis consists of 5,500 x-ray images of lungs, collected to train models of 

value for coronavirus disease (COVID-19) diagnostics. Then three other datasets were used to investigate 

and confirm the study. What distinguishes this work is the deep analysis and research on the effect of 

parameters such as activation function and optimization method used in consecutive layers of the CNN 

architecture. This work presents guidelines for researchers to design an efficient U-net architecture for 

medical image segmentation which was not frankly covered in other related works. The proposed 

methodology was detailed to be generalized and used with different CNN architectures.  

This paper is organized as: in the next section, the related works are discussed, are clarified. Then, 

section 3 includes the presentation of the methodology followed throughout this work. After that, 

in section 4, an analysis of the results is presented. Finally, the conclusion comes in section 5. 

 

 

2. RELATED WORK 

Medical image analysis using AI models has achieved many achievements and successes in the past 

few years. U-net-based AI systems have proved their ability to lift the performance of AI in medical research 

and diagnostic platforms. After the U-net model has shown proof of success in medical image analysis, 

especially when it comes to segmentation applications, many research works were built on it. 

As cleared in Table 1, U-net CNNs were used with many applications in medical image 

segmentation. The work presented in [4] provided a U-net CNN model, which focuses on bladder 

segmentation from computed tomography (CT) images. A new model was suggested by [5]; they improved 

the model by enhancing the original U-net architecture, so the efficiency of the segmentation method 

outperformed U-net and ResNet101 architectures. U-net CNN segments nuclear magnetic resonance (NMR) 

images to create a model of left ventricular segmentation [6]. Moreover, the list continues to grow with 

exceptional results accomplished with the help of U-net CNNs, such as [2], [7]–[9], and many others, which 

presented models that aim to provide an efficient model for medical image segmentation in a specific field. 

Every model presented was prepared and designed to help provide the best results.  

 

 

Table 1. Studies conducted on medical images using U-net CNNs 
Reference Application 

[4] Bladder segmentation 

[5] Tumour segmentation 

[6] Left ventricular segmentation 

[7], [10] Retinal thickness segmentation 

[10] Knee segmentation for age assessment 

[8] Cardiac images segmentation 

[11] Nerve Segmentation 

[2] Lung segmentation 

[9] Brain tumor segmentation 

[12] Chest x-ray image segmentation 
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A directed towards tuning U-net architecture applied on ultrasound images was presented by [1]. 

Their work focused on the impact of the layers used in a U-net CNN on its performance. Activation functions 

are the fundamental source of non-linearity in AI models, as shown in Table 2. Famous activation functions 

used in CNNs and introduced each were [13] presented. The performance of a CNN can vary depending on 

the activation function used [13]. The impact of activation function in AI models was investigated in [14], 

where they proved that choosing the proper activation function in a neural network implementation leads to 

accelerated training and improved performance. The performance of deep networks with different trending 

activation functions was presented by [15]. 

 

 

Table 2. Studies which analyzed activation function, optimizes pooling layers, and impact on a CNN 
Reference Contribution Limitations 

[13] Presented and compared famous activation functions The discussion took activation functions famously into 

consideration only. The performance of the activation 

function was not studied with standard datasets and 

architectures. 

[14] Proved that choosing the right activation function leads 

to improved performance. They also showed that tuning 

the initialization parameters and the activation function 

can accelerate the training and improve performance. 

The results showed implications for Bayesian neural 

networks. 

[15] Studied the impact of activation function in a CNN The performance of activation. The function was not 

studied with standard datasets and architectures. 

[16] Studied the impact of activation function face 

recognition applications and presented a new activation 

function that worked perfectly with the facial 

expression dataset. 

None 

[17] Presented an Activation function for image classification None 

[18] Optimizers' effect on a CNN was analyzed The performance of only four optimizers was studied 

with a simple CNN only. 

[19] Analyzed the effect of seven optimizers on CNN models None 

[20] Investigated the effect of optimizers on CNN models The CNN they used in the study is not a famous or state-

of-the-art CNN. 

[21] Analyzed the effect of optimizers in a plant disease 

classification model 

The best nominated CNN takes a considerable amount 

of training time. 

[22] Analyzed the effect of optimizers in the image 

recognition model 

Only three optimizers were studied. 

[23] Using dropout on the input to max-pooling layers of 

CNNs was studied 

Neither CNN nor the dataset was famous in literature. 

[24] Suggested that pooling layers can act as a feature 

extraction layer in CNNs 

None 

[25] Used average and max pooling layers of brain tumor 

segmentation 

A complicated model requires high computations. 

[26] Global average and max pooling were analyzed, and a 

new pooling strategy was introduced. 

Datasets with full, colored images did not achieve 

satisfying training results. 

[27] Analyzed the effect of pooling layers on image 

recognition models 

None 

 

 

Activation functions used with face recognition models were investigated in [16]. They also 

designed their special version of the activation function for image segmentation applications. This means that 

a specific category of images requires special requirements for medical images. An activation function that 

can be used with image classification was presented in [17]. Studies such as [28], [29] gave a deep analysis; 

of the cons and pros of widely used activation functions. 

On the other hand, optimizers’ effect on a CNN was studied and analyzed in the literature. Adagrad, 

Proximal Adagrad, Adam, and RMSProp optimizers were studied in [18], where adaptive moment estimation 

(ADAM) and RMSProp are believed to enhance the results collected by training an AI model with 1,200 

medical images. While [19] analyzed the effect of seven optimizers on CNN models of hyperspectral remote 

sensing image (HSI) classification, they ended up nominating AdaMax over Adam. The study by [20] also 

agreed on the best performance being to AdaMax, as the survey was conducted on (HSI) images. For 

example, the work of [21] studied optimizers’ impact in a plant disease classification model. At the same 

time, a new approach was conducted to study the effect of the optimizer chosen in image recognition models 

[22]. 

Pooling layers used in CNNs were investigated in [23]. They also aimed to understand the dropout 

effect in the input propagated into pooling layers. In the work of Bailer et al. [24], suggested that pooling 

layers can act as feature extraction layers in CNNs, and how this use of pooling layers can fasten the feature 

extraction process. In medical image applications, [25] located average and max pooling layers inside their 
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architecture to enhance the process of brain tumor segmentation. Global average and max pooling were 

analyzed and explored in [26], [27]; they also proposed their version of a deep generalized max pooling 

layer. Amiri et al. [1] focused on fine-tuning U-net CNN for ultrasound image segmentation and put effort 

into modifying the deep layers of the CNN to get satisfying results. A summary of the mentioned works is 

provided in Table 2. 

In 2021 the research presented in [30] has proposed an automatic method through which the U-net 

CNN can fine-tune itself to adapt to the used dataset. The nnU-net in [30] has shown satisfying results 

regarding the accuracy of segmentation with many datasets. Yet, the nnU-net pretraining steps, as well as the 

training steps, are expensive regarding time and hardware usage. The nn-Unet is a general advanced 

approach that can be used with many medical images. This study proposes a manual fine-tuning process for 

the U-net architecture, which we believe can be used when limited time and hardware resources are available. 

Also, when the U-net is tuned to be used with a limited type of medical images.  

On the other hand, at the time, practical and functional studies were conducted to fine-tune CNN 

architectures by focusing on a specific CNN component, such as activation functions. We, in this work, 

present a methodology to fine-tune a CNN architecture considering many components, such as activation 

function optimizers and pooling layers. The result is directed toward the state-of-the-art U-net CNNs, widely 

used in medical applications, and tailors an optimized architecture. Different datasets were used with various 

contents and sizes. Most of the studies mentioned in Table 2 focus on only one component of CNN. Many of 

them also were conducted on non-famous CNNs. In comparison, none of the studies conducted on famous 

CNN focused on U-net. 

The current study presents an interest in the activation function influence on the performance of 

CNNs, and it is steered toward finding the best activation function for U-net architectures used in medical 

image segmentation. Unlike other images, medical images tend to be unclear, with lousy resolution and 

contrast features [31]. Hence medical images need further effort and study to be helpful in AI analysis. This 

paper presents a general methodology that can be used to design and implement the U-net CNN for 

optimized implementation. Activation functions, optimizers, and some essential role layers are investigated 

thoroughly in a specific order. 

 

 

3. PROPOSED METHOD FOR FINE-TUNING U-NET 

A U-net network is composed of down-sampling and up-sampling processes. Down-sampling is 

where the feature extraction comes from; a thumbnail for the image is generated with the deep image features 

included. Deep features extracted in the down-sampling process are enlarged during the up-sampling process. 

The bottleneck layer comes between the down and up-sampling processes, usually a pooling layer containing 

the most semantic features. 

 

3.1.  Activation functions 

Activation functions are used in a CNN to add non-linearity to the network; without an activation 

function, the network will become a linear representation of all the data included in the training. It also might 

result in vanishing or exploding gradient problems. The vanishing gradient problem means that some weights 

in the network are receiving a negligible number of updates on their values, which means that it would take a 

long time before it reaches a sufficient value. The exploding gradient, on the other hand, means that the 

values of the weights are receiving a significant update, sometimes causing weights to become larger than 1. 

Since the relation between the input and the output in a CNN is not linear, not using a proper activation 

function will result in an erroneous representation of the network. Tensorflow provides many activation 

functions that can be utilized for building an AI model. In this paper, we have trained the same U-net 

architecture with these functions to find the activation function which results in the best metrics. 

Some activation functions such as rectified linear unit (ReLU), sigmoid, tanh, scaled exponential 

linear unit (SELU), LeakyReLu, and ReLU6 are used in the internal layers, while Sofmax, SoftPlus, and 

Swish are used in the output layers. Here we provide a brief discussion for each of them. In later sections, we 

discuss how we used them throughout the work and our results. 

 ReLU function: ReLU or rectified linear activation function is described in (1). The output is the same as 

the input if the input is a positive value, while the output is zero otherwise. In other words, the ReLU 

activation function activates neurons with positive input and deactivates others. These functions can bring 

the problem of dead neurons into the CNN since some neurons will never be activated. On the other hand, 

it beats the vanishing gradient problem. ReLU is a preferable activation function to models, which comes 

with many convolutional layers since it has proved its reliability [15], [16]. 

 

𝑅𝑒𝑙𝑢(𝑥) = 𝑚𝑎𝑥(0, 𝑥) (1) 
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 Sigmoid function: Activating or deactivating a neuron reflects whether a neuron map to a feature we are 

interested in or not. The sigmoid functions value lies between 0 and 1, so it maps to the existence of a 

feature or absence. It also comes with high computational requirements, unlike ReLU, so it is not likely 

used. We examined the performance of our U-net CNN since we are highly interested in performance. 

The mathematical representation of the sigmoid is included in (2) [16]. 

 

ℎ(𝑥) =
1

1+𝑒𝑇𝑥 (2) 

 

 Tanh function is interpreted in (3) and can be considered similar to the sigmoid activation function [16], 

except that it maps the output to values between -1 and 1. This means a stronger mapping for irrelevant 

values since they take negative values instead of 0. Tanh is usually used for classification between two 

classes. 

 

ℎ(𝑥) =
1

1+𝑒𝑥 (3) 

 

 SELU function: the scaled exponential linear unit, or SELU activation function described in (4) [15], aims 

to normalize all the weights. Hence, they have a mean value of zero and a standard deviation of one. 

 

𝑆𝐸𝐿𝑈(𝑥) = 𝑚𝑎𝑥(λ ∗ α ∗ 𝑒𝑥 − α, λ ∗ 𝑥)     (4) 

 

 Leaky ReLU function: it is presented in (5). It is an updated version of ReLU; instead of canceling the 

effect of negative input, a portion of it is considered. Usually, the output is 1% of the input. When? is any 

other value than 0.01, it is considered randomized Leaky ReLU [16]. 

 

𝑙𝑒𝑎𝑘𝑦_𝑟𝑒𝑙𝑢(𝑥) = 𝑚𝑎𝑥(β ∗ 𝑥, 𝑥) (5) 

 

 ReLU6: it is the same as ReLU but with a restriction on the max allowed value for the output as presented 

in (6). 

 

𝑅𝑒𝑙𝑢6(𝑥) = 𝑚𝑖𝑛(𝑚𝑎𝑥(0, 𝑥), 6) (6) 

 

 SoftMax: it is a generalized activation function used in the output layers. It is used for multiclass 

classification. The equation for the SoftMax activation function is shown in (7) [15]. 

 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑥𝑖) =
exp(𝑥𝑖)

∑ exp(𝑥𝑗)
 (7) 

 

3.2.  Optimizers 

This work investigates the effect of optimizers used in U-net CNN on its performance in terms of 

accuracy and error. Optimizers update the value of the weights according to the error value calculated at the 

output layer. This paper interests the optimizers stochastic gradient descent (SGD) RMSprop, Adam, 

Adadelta, Adagrad, Adamax, Nadam, and Ftrl. Gradient descent (GD) optimization depends on using the first 

derivative function through the backpropagation process, aiming to drive the error function into its minima. 

Error function reaches its minima with the correct weights of weights used, so gradient descent updates the 

weights in a CNN according to the calculated error value. 

The error is calculated based on all training examples using the GD optimizer. SGD acts the same as 

SD but estimates the error depending on randomly selected training examples. SDG accelerates learning time 

and reacquires less memory space. Gradient descent with momentum algorithms was presented to control the 

convergence speed into local minima. The required convergence should not be slow so that it would extend 

learning time. It also should not be fast, so it overshoots local minima. The RMSprop optimizer limits the 

oscillations in the vertical direction. Hence it is possible to increase the learning rate, and the algorithm can 

take significant steps in the horizontal direction converging faster. RMSprop and gradient descent differ in 

how the gradients are calculated. 

Adagrad modifies the learning rate for each parameter by working on the derivative of the error. 

Adagard tunes the learning rate of a CNN well but is also considered computationally expensive. Adagard 

optimizer suffered from a decaying learning rate problem AdaDelta optimizer was found to deal with the 

problem by limiting the accumulated past gradients into a predefined value. AdaDelta requires high 

computational power. 
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Adam optimizer was built to use the best properties of RmsProp and Adagard. Like RmsProp, it 

uses squared gradients to scale the learning rate, and like Adagard, it depends on the derivative of the 

gradient to calculate the momentum value. Nadam and AdaMax are improved versions of Adam, which are 

supposed to give better results. A deeper analysis of optimizers in CNNs is included in [19]. 

 

3.3.  Pooling layers 

Pooling layers are a basic building block in CNNs that aim to summarize the massive amount of 

data produced in preceding convolutional layers. The rules in selecting data in pooling layers to be passed to 

the following layers result in different types of pooling. The pooling layers types we are interested in this 

work are max pooling, average pooling, global max pooling, and global average pooling. 

 

3.4.  Methodology 

This work focuses on finding the activation function, optimizer, and pooling layer, which enhances 

U-net CNN performance measured by accuracy and loss error. Figure 1 shows the steps followed through the 

work. A sequential process is applied to start from analysis to find the activation function that provides the 

best accuracy and loss error results. Then, the U-net implementation is updated to use the activation function 

selected from the previous step. The same steps were followed to find the best optimizer; the U-net 

implementation was modified again with the best optimizer realized. The final step is to find the best pooling 

layer. It is necessary to state here that the initial implementation of the U-net used the “ReLU” activation 

function, “Adam” optimizer, and “global max pooling”.  

 

 

 
 

Figure 1. Steps followed through fine-tuning the U-net architecture 

 

 

An experimental approach is used by varying the activation function in a U-net CNN 

implementation to find the activation function, which maximizes accuracy and minimizes loss error. Six 

activation functions are used in this analysis. The activation functions are ReLU, ReLU6, SELU, 

LeackyReLU, Sigmoid, and TanH. The same experimental approach used to select the activation function is 

applied for optimizer selection. After finding the activation function with the best performance, the CNN 

performance is analyzed with different optimizers. The tested optimizers are Adam, AdamMax, Adgrad, 

Adadelta, RMSProb, Nadam, and Ftrl. After updating the CNN to use, the best optimizer effect of the 
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pooling layer is investigated. We tested four famous pooling layers, average pooling, max pooling, global 

average pooling, and global max pooling. 

The approach used through the analysis is believed to be an inside-out analysis. It starts from the 

depth of the CNN presented by the activation function. Activation functions directly impact the weights 

calculations during the forward propagation of data. Essential decisions are built over the output generated in 

activation functions. Optimizers’ role comes later and is reflected in how errors are calculated and corrected 

through the backpropagation of data. The backpropagation aims to adjust the error in the calculations 

resulting from the forward propagation process. Hence optimizers are analyzed after analyzing the optimizer 

effect. The bottlenecks layer role in U-net CNNs is essential in the performance quality since it lies at the end 

of the feature selection process, which passes the values believed to be the most important ones into later  

up-sampling steps. Hence the impact of the pooling layer was also studied and investigated. After passing 

through the three fine-tuning steps mentioned earlier and listed in Figure 1, we used three other datasets than 

the one we used to fine-tune the CNN. We trained and tested the U-net initial architecture and the final,  

fine-tuned architecture with the datasets and compared the accuracy and loss results. As will be shown 

shortly, the fine-tuned architecture gave better accuracy results. 

We have selected the most famous and reliable activation functions. Then we moved to the most 

famous and used optimizers. We fixed the CNN implementation, used the best activation function, which 

gave the most accurate results, and redone the test again but with the most famous optimizers. After that, we 

tested four pooling layers after fixing the U-net CNN with the best optimizer. We are suggesting here in this 

work to detail our process, which we followed to produce a U-net CNN architecture that gave the best results 

with medical images such as lung X-rays. We described the process, the tested components, and the results. 

 

 

4. EXPERIMENTAL RESULTS 

The data used in this work is an open public dataset of chest X-rays collected from patients 

suspected to be COVID-19 positive or infected with other viral and bacterial pneumonia [32]. This work 

focused only on the segmentation dataset regardless of the diagnostics. The accuracy and loss error in the 

segmented lung image is measured. Five thousand five hundred lung X-ray images are included in the work, 

each with the corresponding mask image. One thousand one hundred images are used for validation results, 

and the rest are used in training. In Figure 2 we present a screen shot for the u-net CNN architecture used in 

this experiment prior to tuning. We also present an example for the used images. 

 

 

 
 

Figure 2. A screen shot for the work environment 

 

 

The mask images are available in the “.png” file. While image instances are downloaded using the 

“URL” address included in “.json” files. The JSON file contained much information regarding the diagnosis 
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and the patient’s survival through the disease. In this study, we are only interested in segmentation results, so 

information other than X-ray images is not used. 

All images were downloaded, resized to 160×160 pixels, and saved as “.jpeg” images before the 

training started so they would be read from the PC rather than downloaded during training every time the 

training began. The patch size used throughout the work is 50, and the number of epochs used is 25. The 

training is done using “Spyder” from the “Anaconda” platform on top of a 2.8 GHz 11th generation Intel core 

i7 processor and 16 GB RAM. The activation functions’ performance under the same circumstances gives 

almost similar results. Figure 3 shows that the best accuracy and loss results are generated when 

“LeakyReLU” is used, while the “Sigmoid” function is the least efficient among the six activation functions. 

LeakyReLU is created in the first place to overcome the dead neurons problem in CNN in the ReLU 

activation function SELU and ReLU6 are also designed to enhance the ReLU activation function, and they 

all give better results than ReLU. 

Figure 4 shows the accuracy and loss values with the different optimizers; Adam, Nadam, And 

Adamax are close results. RmsProp exceeded their performance. The pooling layers effect is shown in  

Figure 5. The average pooling layer gave the best results and could provide the U-net architecture with the 

last leap toward better performance. The improvement in experimental results can be viewed in Figure 6. The 

accuracy is raised from 89.59 to 93.81%. The best results are gained when the U-net architecture is tuned 

with the LeakyReLU activation function, RmsProp optimizer, and the pooling layer is set to the average 

pooling layer. 

 

 

  
  

Figure 3. Activation functions performance Figure 4. Optimizers performance 

  

  

 
 

Figure 5. Pooling layers performance 

 

 

A smaller dataset was used to support and confirm the results shown in Figure 6; the dataset 

randomly picked 1,000 images from the 6,500 images we used before. The testing experiment started by 

training the original U-net architecture with the new data set. Then “ReLU” activation function is replaced by 

“LeakyReLU”. As clarified in Figure 7, the accuracy and loss results are enhanced after applying this step. 

Then we used the “RmsProp” optimizer instead of “Adam” and recorded the improved results shown in 

Figure 7. Finally, the pooling layer is set as the “average pooling” layer. 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 13, No. 5, October 2023: 5406-5417 

5414 

The results shown in Figure 7 confirmed the efficiency of the model produced after tuning 

parameters and the methodology used. Figure 7 shows how the model’s accuracy is improved after using the 

LeakyReLU activation function. It is enhanced when the RmsProb optimizer was used and enhanced after 

using the average pooling layer with another dataset than the one that started our study. 

 

 

  
  

Figure 6. Experimental accuracy and error enhancement 
 

 

 

 

  

Figure 7. Enhancement results on a different dataset 
 

 

The final step was to prove the methodology’s efficiency and the enhanced U-net efficiency. CNN’s 

original and enhanced versions used and trained two other datasets. The data set specifications are mentioned 

in Table 3. The lung CT-scan images, which are 267 images, were resized from 512×512 to 256×256 pixels; 

50 images were used for validation. While for the Breast cancer x-ray images, 58 images only are used, 15 of 

them are used for validation and their sizes are 896×768 pixels. In Table 3, we also present the results of 

training the datasets with the non-tuned CNN and the tuned CNN. The table shows that tuning the CNN has 

improved the model’s accuracy; even when the initial results were not satisfying, these results are improved. 

 
 

Table 3. Results summary 
DataSet Num of images Accuracy with the original CNN Accuracy With the Enhanced CNN 

Lung x-ray [33] 5,500 0.8959 0.9381 
Lung x-ray [33] 1,000 0.6416 0.8587 

Lung CT scan images 267 0.1067 0.3965 
Breast Cancer x-ray images [32] 58 0.9822 0.9836 

 

 

Fine-tuning a CNN is proposed in literature mainly to be used in transfer learning models, where AI 

models are trained with large datasets and then fine-tuned to be used with smaller datasets and give excellent 

results. Works such as [34]–[36] proposed fine-tuned models to be used with medical images, but the details 

of the process of how these models were tuned were not detailed. The works started with AI models whose 

performance was close to perfect, while the tuning aimed to give similar results to smaller or similar datasets. 

The work in [37] extended the research so the fine-tuned model would extract more features from the dataset 

it was trained with before the tuning process took place and work sufficiently with new images. 
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Finally, we consider the amount of enhancement gained in the accuracy results rather than the result 

itself. For example, with the 5,500 lung x-ray images, the accuracy started with a value of 89.59% and raised 

to 93.81%. When a subset of 1,000 images out of the 5,500 images was used, the accuracy increased from 

64.16 to 85.87%. This proves that comparing initial with final results, the improvement was of satisfying 

degree of enhancement. 

Finally, a multifold cross-validation process was performed to confirm the efficiency of the  

fine-tuned architecture. For testing, a 5-fold stratified cross-validation technique is used [38]. The 5-fold 

validation was applied with two U-net architectures; the u-net architecture which we started with and the 

architecture which we ended with, so a comparison can be made between the initial and the fine-tuned 

architectures. The 1,000-picture dataset mentioned in Table 3 was used through this process. 

Table 4 shows that the fine-tuned architecture has performed better with all 5-folds. The results with 

the 5-folds are with low variance as well. It is worth mentioning here that this study aims to fine-tune the  

U-net architecture to produce a more accurate model. It also shows how the model’s accuracy changes with 

each parameter and component used. 

 

 

Table 4. Multi-fold validation results 
 Fold1 Fold2 Fold3 Fold4 Fold5 

Initial architecture 0.8081 0.7078 0.783 0.7682 0.806 

Fine-tuned architecture 0.8506 0.8401 0.8444 0.8433 0.8575 

 

 

5. CONCLUSION  

This work presented a methodology for designing and tuning U-net CNN parameters. The 

methodology gives bold lines that can be followed to enhance U-net CNN performance. The experiment is 

conducted and validated using x-ray and CT images. Hence the considerable activation function, optimizer, 

and pooling layer that can be used for medical image segmentation are investigated and presented. The work 

proves that the LeakyReLU activation function, RmsProp optimizer, and average pooling can be deployed in 

U-net CNN to enhance its performance in x-ray image segmentation systems. 
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