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 Time series forecasting is an important technique to study the behavior of 

temporal data in order to forecast the future values, which is widely applied 

in intelligent traffic systems (ITS). In this paper, several deep learning 

models were designed to deal with the multivariate time series forecasting 

problem for the purpose of long-term predicting traffic volume. Simulation 

results showed that the best forecasts are obtained with the use of two hidden 

long short-term memory (LSTM) layers: the first with 64 neurons and the 

second with 32 neurons. Over 93% of the forecasts were made with less than 

±2.0% error. The analysis of variances is mainly due to peaks in some 

extreme conditions. For this purpose, the data was then merged between two 

different sources: electromagnetic loops and cameras. Data fusion is based 

on a calibration of the reliability of the sources according to the visibility 

conditions and time of the day. The integration results were then compared 

with the real data to prove the improvement of the prediction results in peak 

periods after the data fusion step. 
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1. INTRODUCTION  

Accurate and timely traffic flow information is currently critical to individual travelers, industries 

and government departments. It has the potential to help road users to make better travel decisions for 

avoiding accident risks, reducing traffic congestion and carbon emissions, and improving the efficiency of 

traffic operations. This is an essential step in traffic management to address the dilemma of rising 

transportation demand and limited land availability [1]. According to the study conducted by  

Duchenaux et al. [2], increasing road capacity does not systematically lead to optimal congestion reduction, 

and may even causes serious traffic conditions. To achieve better traffic flow prediction performance, many 

prediction methods have been proposed covering a wide spectrum, such as parametric methods,  

non-parametric methods and hybrid methods [3]–[8]. 

Like other industries and fields, transportation is impacted by the emergence of vehicular computing 

hardware, vehicular and infrastructure sensors and the abundance of information sources. Thus, those 

advanced technologies have entered the transportation topic in era of intelligent transport system (ITS) and 

big data. Traffic flow forecasting relies strongly on historical and real-time traffic data of time series 

collected from various sources. The recent years have seen a significant amount of transportation data 

collected from multiple sources including electromagnetic loops, radar, cameras, mobile devices. Although 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 13, No. 4, August 2023: 4649-4660 

4650 

there are several techniques and models for predicting traffic flow, most of them are still somewhat 

unsatisfactory especially for traffic forecasting during peak periods. This prompts us to rethink the traffic 

flow prediction problem based on deep architecture models coupled with time series analysis and the 

integration of those systems.  

The present work will focus on the prediction problem, through the analysis of multivariate time 

series (MTS). Unlike univariate time series that summarize only one variable at a time, MTS arises when 

multiple interconnected streams of data are recorded over time, those are typically produced by devices  

with multiple (heterogeneous) sensors and are characterized by interactions in time but also between its 

different dimensions. are among the recent models of MTS [9]. The first one is based on the Fourier 

transform. The second model is based on random forests allowing the transformation of an MTS into a 

symbolic representation in the form of a string of characters. This method can suffer from scalability 

(complexity) problems especially for long time sequences. As a result, the classification of MTS is still an 

open problem. 

Our project’s main goal is to forecast the number of vehicles passing in highway through each toll 

plaza per hour and per payment mode (electronic toll and manual toll) by designing and implementing of a 

machine learning solution for data integration that allows, from the fusion between two data sources 

available, to have a more accurate and precise prediction in peak periods. The goal is to enable managers, 

through those predictions, to manage and control traffic through these projections in order to decrease 

congestion and thus promote road safety, as well as to anticipate the size of the infrastructures and the 

resources to be given (reduce or increase the number of lanes and toll collectors).  

This article presents a new approach to solve the problem of traffic flow prediction mentioned 

above, it is articulated as: as an introduction, the importance of an accurate traffic forecasting for financial 

and security purposes are highlighted. The second part will be devoted to the theoretical concepts of the state 

of the art of multivariate time series forecasting and the existing machine learning models applied in traffic 

prediction. Then, several useful add-ons and models will be reviewed in the third part according to their 

contribution in the process of building up a traffic prediction model. The predictive performance will be 

compared based on different metrics. The fourth part will review an existing open challenge in the traffic 

prediction task, which is the need to enhance predictions in peak periods by data integration from multiple 

sources.  

 

 

2. THE PROPOSED METHOD 

2.1.  Dataset overview  

Our study is based on real databases provided by an infrastructure manager of highways. The dataset 

contains traffic flow data coming from two sources:  

− Traffic sensors in each toll lane offering the electromagnetic loops data: The dataset contains traffic 

stream data recorded inside every hour during 4 successive years: 2016, 2017, 2018 and 2019. Through 

the different sensors installed, the vehicles are classified into three classes based on their length and axles. 

The following physical and quantifiable factors are used to distinguish classes: i) the length of the vehicle, 

ii) the number of axles, and iii) the overall height of the vehicle. The meta-data of the files includes the 

date (day and hour), station name and code. Also, a decomposition of the traffic by the class of the 

vehicle (lightweight vehicle: class 1, truck: class 2, vehicle with at least three axles: class 3, examples of 

recorded traffic are presented in Table 1. 

 

 

Table 1. Dataset example 
Station 222 234 237 

Day 14/12/2019 03/11/2019 31/12/2019 

Hour 3 17 21 
ELE_CL1 1 3 18 

SUB_CL1 0 1 6 

CAD_CL1 0 1 1 
CSH_CL1 11 47 49 

ELE_CL2 2 8 0 

SUB_CL2 4 6 2 
CAD_CL2 1 1 4 

CSH_CL2 12 25 57 

ELE_CL3 3 1 7 
SUB_CL3 5 10 2 

CAD_CL3 1 7 5 

CSH_CL3 2 9 15 
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− Closed-circuit television (CCTV): Video recordings obtained from two types of cameras. One placed at 

20 Km from the toll plaza recording the vehicles passing through this area and the other near each plaza 

recording the incoming and outgoing vehicles (of which a sample is illustrated in Figure 1).  

 

 

 
 

Figure 1. Overview of a video recording made at the Fez West highway station-Morocco 

 

 

2.2.  Descriptive analysis of the dataset 

The boxplot, also called Tukey box presented in Figure 2, is a graphical representation that 

illustrates the shape and spread of the dataset distribution: the median, quartiles and extreme values. The 

dataset contains 26,257 observations of traffic flow information about a specific axle in Morocco’s highway 

recorded in four years and segmented by vehicle’s classification and payment method. We observe that the 

total traffic in the studied station varies between 0 and 1,733 vehicles per hour, with a value of median equal 

to 674 that shares the central box. The Figure 2 represents the boxplot of the sub-series “Cash”, “Electronic 

toll”, and “Subscription card” for class 2 vehicles. 

 

 

 
 

Figure 2. Dataset statistics recorded between 2016 and 2018 for class 2 vehicles 

 

 

2.3.  Background and methodology 

2.3.1. Univariate and multivariate time series 

This study deals with a time series problem, which are sets of observations that are distinguished by 

the important role played by the order in which they were collected. The object is the study of variables over 

time. There are two types of time series [10]:  

− Univariate time series: a time series made up entirely of single observations (also known as scalars) that 

are progressively recorded across equal time intervals. Time is an implicit variable in the time series, 

despite the fact that a univariate time series data set is typically presented as a single column. The time 

variable, or index, need not be specified explicitly if the data are equally spaced apart. The series can 

occasionally be directly plotted using the time variable. However, the time series model itself does not 

make use of it. 
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− Multivariate time series: is used to describe a time series with multiple time dependent variables. Each 

variable has some relationship with other variables in addition to being dependent on its prior values. It is 

possible to anticipate future values using this reliance. This sort of time series can be split into two 

categories: those that predict one value from several factors and those that predict two or more values 

from multiple variables. 

 

2.3.2. Recurrent neural networks  

A Recurrent neural networks (RNN) is a class of artificial neural networks (ANN) whose 

associations between nodes can form a cycle, allowing the output from some nodes to influence the input to 

other nodes in the same network [11]. The idea of RNN was designed by Jordan in 1980s [12] to exhibit 

temporal dynamic behavior [13]. The result of traffic prediction tasks depends on both the current situation as 

well as the previous state. To solve this problem, RNN was developed to represent traffic characteristics 

without previous information and to explain the impacts from successive traffic records [14]. As a result, it is 

better able to capture the temporal correlations between the traffic data [15]. Figure 3 illustrates how an RNN 

is divided into several repetition modules based on time. There is typically only one gate in an RNN repeat 

module. 

 

 

 
 

Figure 3. The functioning of RNN 

 

 

If the input time sequence is presented 𝑋 = [𝑥1, 𝑥2, … , 𝑥𝑇], where 𝑥𝑖 is the data observed at time 𝑖, 
and the output vector is 𝐻 = [ℎ1, ℎ2, … , ℎ𝑇], and ℎ𝑖 is the output based on the 𝑥𝑖𝑡ℎ input and output in the 

prior timestamp, which is represented as: 

 

ℎ𝑖 = 𝐹(𝑊. [ℎ𝑖−1, 𝑥𝑖] + 𝑏) 

 

where 𝐹 is the activate function, 𝑊 is the weight and 𝑏 is the bias. 

We may infer that the outputs of the previous repeat modules as well as the current timestamp input 

data make up the input set of the current repeat module. Based on the output given by the gate structure 

contained inside the module, the module evaluates how much of the information in the previous timestamps 

could have an influence on the current prediction result and how much information should be transited to the 

following timestamp. The training of RNNs also makes use of back-propagation techniques. There might be 

a gradient explosion or gradient disappearance issue during the optimization stage if the input series is long 

enough. To address this problem, the gate control was developed. Using a gating mechanism to govern how 

information is distributed is the idea behind gate control.  

Long-short term memory (LSTM) module was presented in 1997 by Hochreiter and Schmidhuber as 

a solution to the long-term dependency issue that existed in fundamental RNN [16]. In the recurrent hidden 

layer of the LSTM are unique components referred as memory blocks. The memory blocks include unique 

multiplicative units called gates to regulate the information flow as well as memory cells with self-

connections that store the network’s temporal state. In the original architecture, each memory block had an 

input gate and an output gate. The flow of input activations into the memory cell is controlled by the input 

gate. According to Figure 4, the output gate regulates how cell activations exit into the remainder of the 

network. The memory block afterwards received the forget gate [17]. Before adding it as input to the cell 

through the self-recurrent connection, the forget gate scales the internal state of the cell [18], [19]. To 

simulate the internal calculating process of the LSTM, Zhou et al. described four phases in [20]. With, 𝑋𝑡 is 

the input value of the LSTM cell at time 𝑡, 𝐶𝑡 is the state value memory cell at time 𝑡, ℎ𝑡 is the output value 

at time 𝑡, σ denotes the 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 activation function and 𝑡𝑎𝑛ℎ means the 𝑡𝑎𝑛ℎ activation function. 

https://en.wikipedia.org/wiki/Artificial_neural_network
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Figure 4. Structure of LSTM 

 

 

3. RESEARCH MEHOD FOR PREDICTION MODEL 

3.1.  Feature extraction 

The feature extraction step is essential for the realization of deep learning models. For this purpose, 

we present in Figure 5 a visualization of the major factors that can impact the highway traffic. By analyzing 

the transactional data offered by electromagnetic loops, we first notice that we are facing a time series 

problem that changes according to the following logic: i) a decrease in traffic during Ramadan and the day of 

“Eid al Adha” (Muslim celebration of sacrifice); ii) an increase in traffic during Sundays, school vacations-

especially the first and last days-, summer vacations, “Eid al mawlid Nabawi” (Muslim celebration of the 

birth of the Prophet), “Eid al Fitr” (Muslim celebration of the breaking of the fast) and a period of two days 

after “Eid al Adha”. 

 

 

 
 

Figure 5. Visualization of some features impacting the behavior of studied time series 

 

 

3.2.  Tools and work environment 

For the current study, Python is used through its different libraries for data extraction, creation of 

regression algorithms and data visualization. This language is very popular and covers a range of usage areas: 

web development, artificial intelligence (AI), machine learning, operating systems, mobile application 

development, video games and many others. Besides, the prediction model deployment study is based on 

TensorFlow which is a computational framework for creating machine learning models. It offers access to 

community resources that enable developers to quickly create and deploy machine learning-based 

applications. 
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3.3.  Data processing 

The data processing refers to the whole process of collecting, transforming and classifying data. In 

order to exploit the python libraries, the data is collected, then normalized between 0 and 1 by using the 

MinMaxScaler class of the Scikit-learn library [21]. Then, the data are sorted in ascending order of day and 

time and completed by the above-mentioned features as shown in the Table 2. 

The implementation of the RNNs models is done according to the process described in Figure 6: 

after downloading the dataset, we perform a pre-processing that will prepare our data for the following steps. 

We will establish traffic-impacting features based on a visual analysis of the traffic time function, and then 

proceed to data normalization which reduces the complexity of the models. The next step defines the inputs 

and outputs, then divide the dataset into two parts: 80% of the first observations as training data, and the 

remaining 20% as model test data and transform the time series problem into a supervised learning problem 

in order to train the created deep learning models. 

 

 

Table 2. Number of vehicles and some features for the day of April 17th, 2017 
  Hours 
  14:00 15:00 16:00 17:00 18:00 

Number of vehicles Electronic 3 4 15 34 28 

Cash 468 447 446 545 483 
Features Sunday 0 0 0 0 0 

Weekday 1 1 1 1 1 

School vacation 0 0 0 0 0 

 

 

 
 

Figure 6. Steps for RNN model design 

 

 

4. RESULTS AND DISCUSSION 

After having tested several combinations of architectures applied to the LSTM model, the Table 3 

summarizes a comparative of the obtained results. Finding the model that best depicts our data and predicts 

how the model will perform in the future is an unavoidable step. The architecture which recorded the best 
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performances consists of 14 inputs, two hidden LSTM layers and two outputs. The hidden layers are 

composed of 64 and 32 neurons respectively as shown in Figure 7. This finding was established after the use 

of three commonly used error measures to evaluate the performance of a regression model: 

− Mean square error (MSE): the average of the squared differences between the predicted and expected 

target values in a data set. It can be calculated using the mean squared error function in the scikit-learn 

library.  

− The root mean square error (RMSE): an extension of the MSE. The link between these two quantities is 

explained:  

 

𝑀𝑆𝐸 =
1

𝑁
∑ (𝑌𝑖 −  �̂�𝑖

𝑁
𝑖=1 )²    and    𝑅𝑀𝑆𝐸 = √

1

𝑁
∑ (𝑌𝑖 − �̂�𝑖)

2𝑁

𝑖=1
 

 

with �̂�𝑖 is the predicted value, 𝑌𝑖 is the recorded value, and 𝑁 is number of observations. 

 

 

Table 3. Comparative of some different architectures applied to the LSTM model with 2 hidden layers 
Number of neurons Activation function Dropout layer RMSE Electronic RMSE Manual 

128, 64 ReLU 0.1 21.17 22.79 
0.2 18.19 20.61 

Softmax 0.1 23.23 26.24 
0.2 25.28 20.11 

64, 32 ReLU 0.1 14.05 18.58 
0.2 18.83 20.13 

Softmax 0.1 18.87 22.35 
0.2 24.18 20.71 

 

 

 
 

Figure 7. Architecture of RNN model 

 

 

Figures 8 and 9 show a temporal representation of predicted and actual traffic, the predicted values 

are plotted in orange, and the actually recorded values are represented by the blue color. We notice that the 

two series overlap in the majority of the points, except during the peak traffic periods. Thus, over 93% of the 

forecasts were made with less than ±2.0% error. This discrepancy is mainly due to the quality of the model’s 

predictions during peak periods, which we propose to improve in the following section by integrating traffic 

data from different data sources. 
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Figure 8. Plot of predicted and actual values for electronic toll collection, LSTM 

 

 

 
 

Figure 9. Plot of predicted and actual values for manual toll collection, LSTM 

 

 

4.1.  Improving results in peak periods by multiform collection and data fusion in highway context 

Data integration aims to provide users with a uniform picture of the data and unified access to data 

that needs information from many sources [22]. Ziegler explains the reasons behind the value of integrating 

data from different sources [23], which are twofold: i) reliability of information by comparing and merging it 

with a collection of current information systems and ii) a deeper comprehension of the issue through the 

synthesis of facts from many sources into pertinent and useful knowledge. 

A complicated framework with a variety of approaches is frequently needed for effective data 

integration from heterogeneous large volumes of data [24]. Such a framework’s construction would be 

challenging. Factors like redundancy, reliability and severity [25] have to be considered and validated for 

combining data from disparate sources [26] into meaningful and more accurate predictions of traffic flow 

[27]. Furthermore, few studies concerning data integration in a real highway context exist prior to this present 

work, revealing a gap in the scientific field, especially the management of traffic peaks remains an open 

challenge [28]. Figure 10 shows the scheme pursued for data integration. 

Two processing engines are necessary for the execution of our framework: the first is the video 

handling motor, which examines the CCTV recordings, and the second is the log handling motor, which 

checks electromagnetic loop data. Three times per day, the video streams were recorded (morning, afternoon 

and night). Utilizing you only look once (YOLOv4) software for real-time object detection system [29], as 

shown in Figure 11, we can detect cars with the best speed and accuracy. Utilizing deep SORT [30], the 

vehicles can be tracked. A sample of the result from the video processing is shown in Figure 12. 

According to the previous sections, it was noted that the data collected from electromagnetic loops 

can provide imperfect or erroneous predictions during potential peak traffic days (Sundays, vacations…). In 

the other side, the performance of video data varies depending on the time of day, visibility and camera 

position. In order to improve prediction results in peak periods, we thought of integrating these two 

complementary data sources. For this purpose, we create three features: i) visibility: the creation of this 

characteristic starts with the collection of the weather data, as showed in Figure 13; ii) time of day (day=1 or 

night=0); and iii) probable peak days: Sunday and first and last day of vacations and celebrations. 

Depending on visibility and traffic peak conditions, we rate the dependability of each data source. 

For instance, the video has a high “Weight Vid” index on sunny days and a lower value on nights when it is 

raining. Similar to electromagnetic loops data, electromagnetic loops data has a high “Weight Tran” index 
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during off-peak times and a low weight at peak times. The function designed to distribute weights across 

those data sources is depicted in Figure 14. 

The established model offers generally accurate predictions based on loop data, with the exception 

of traffic peaks brought on by particular unique events, such as religious holidays, cultural or sporting events, 

and travel restrictions following a health emergency. While the video processing engine offers lower error 

rates during peak hours, these are the only times when visibility is reduced due to opacity at night, rain, or 

fog. The instances where both sources simultaneously provided inaccurate information are rare, though. 

Consequently, there is interest in combining these complementary data sources to enhance traffic flow 

predictions as shown in Table 4. 

 

 

 
 

Figure 10. Data integration process 

 

 

 
 

Figure 11. Illustration of YOLO algorithm 
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Figure 12. Utilizing deep sort and YOLOv4 to track and detect vehicles 

 

 

  
  

Figure 13. Data sent by OpenWeatherMap API Figure 14. Assigning weights between data sources 

 

 

Table 4. A sample of feature fusion for the day of August 28th, 2021 for station 222 
Time TELEP_Tran TELEP_vid TELEP_real Visibility Peak Night Weight_Tran Weight_Vid 
06:00 402 410 410 1 0 0 0,8 0,2 
12:00 325 340 346 0 1 0 0,6 0,4 
21:00 841 895 897 1 1 1 0,4 0,6 

 

 

Finally, we assess the performance forecasts using data from electromagnetic loops and videos. The 

peaks shown in loop data and the low visibility in videos are to blame for the differences seen between the 

predicted values and the actual values. Integration makes it possible to select a dependable data source, which 

enhances the accuracy of predictions as shown in Table 5. 

 

 

Table 5. RMSE of electromagnetic loops and video data integration forecasts 
 RMSE Manual toll RMSE Electronic toll 

Loops data 34.43 94.26 

Video data 93.96 70.25 

Integration 27.95 10.27 

 

 

5. CONCLUSION 

This paper presents several long-term prediction models based on recurrent neural networks with a 

real traffic data set. The architecture which recorded the best performances consists of 14 inputs, two hidden 

LSTM layers with 64 and 32 neurons respectively and two outputs. Thus, over 93% of the forecasts were 

made with less than ±2.0% error. This discrepancy is mainly due to the quality of the model’s predictions 

during peak periods. In order to improve the prediction results especially under abnormal traffic conditions, 

we perform a smart system for data integration from heterogeneous data sources (loops and camera) that aims 

to provide the most correct and complete as possible traffic predictions. This paper verifies the robustness of 

the prediction model built, in various weather conditions. This work paves the way for several lines of 

research such as adaptive model learning and the progressive incorporation of models based on large 
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databases which are present in a small proportion of the reviewed works and which require real-time 

updating of traffic data, which implies updating of model parameters and better consideration of exogenous 

factors. 
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