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 Face recognition technology has been used in many ways, such as in the 

authentication and identification process. The object raised is a piece of face 

image that does not have complete facial information (occluded face), it can 

be due to acquisition from a different point of view or shooting a face from a 

different angle. This object was raised because the object can affect the 

detection and identification performance of the face image as a whole. Deep 

leaning method can be used to solve face recognition problems. In previous 

research, more focused on face detection and recognition based on resolution, 

and detection of face. Mask region convolutional neural network (mask 

R-CNN) method still has deficiency in the segmentation section which results 

in a decrease in the accuracy of face identification with incomplete face 

information objects. The segmentation used in mask R-CNN is fully 

convolutional network (FCN). In this research, exploration and modification 

of many FCN parameters will be carried out using the CNN backbone pooling 

layer, and modification of mask R-CNN for face identification, besides that, 

modifications will be made to the bounding box regressor. it is expected that 

the modification results can provide the best recommendations based on 

accuracy. 
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1. INTRODUCTION 

Face recognition technology has been used in many ways, such as in the authentication and 

identification process. In the authentication process, facial recognition is used as a gateway for users to be able 

to access devices or systems, for example on laptops and smartphones. For authentication, it is more possible 

to use real time input using the camera. Face recognition is a combination of the face detection process and the 

face identification process. Face detection plays a role in the face localization process, namely the process to 

find the size and position of the face in the image [1]. 

Face recognition is one of the computer vision domains. Face recognition is never separated from 

detection [2]–[4] and identification of facial objects [5]–[7]. Most of the researchers conducted facial 

recognition research on a multi-object basis or in the input there were many faces, the obstacle in research 

https://creativecommons.org/licenses/by-sa/4.0/
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usually lies in the detection which sometimes cannot detect many face objects in one frame [8]–[10]. Objects 

that cannot be detected are mostly because the information from the object cannot be perfectly received by the 

computer, or in other words the object is not all visible or only part of it [2], [11], [12]. 

The object that is lifted is a piece of face image that does not have complete facial information 

(occluded face) which only displays imperfect facial information, for example only half of the face is visible. 

A facepiece object (occlusion) that does not have all the facial image information can be due to acquisition 

from a different angle or shooting a face from a different angle. This object was appointed because it can affect 

the detection and identification performance of facial images as a whole [3], [4], [13]. In addition, research in 

the field of Face recognition can have a positive impact, such as in terms of security, assisting in searching and 

identifying one's data through image input. This research can also help many parties in facial recognition only 

the information is known from incomplete images, in other words the images are cut off. 

The newest deep learning method for object segmentation is mask region convolutional neural 

network (mask R-CNN). Mask R-CNN can approach the human ability to perform segmentation classification 

of objects such as cars, animals, and humans. Mask R-CNN uses instance-aware semantic segmentation to 

label or classify objects, thereby distinguishing objects/instances within the same class. Mask R-CNN extends 

faster R-CNN by adding branches to predict object masks in parallel with existing branches for bounding box 

recognition [12]. 

This study will use the mask R-CNN method, this method was chosen because this method is proven 

to have good performance in object detection and recognition [4], [12], [14], in addition to therefore, this 

method can distinguish the same object in one image with instance-aware semantic segmentation or fully 

convolutional network (FCN). For example, in one image there are many objects in the form of cars, using this 

method we can identify an instance of each car object in the image at the pixel level. From its predecessor 

method, the mask R-CNN method is better [4].  

The mask R-CNN method was used to prove whether this method was able to provide high accuracy 

in the classification of the input pieces of facial images. Modification of FCN is necessary because FCN is very 

necessary in the identification process, based on research [12] for images with many objects and a collection 

of different angles, there are still many that cannot be detected. To solve this problem, the research will conduct 

experiments on FCN modifications to perform segmentation with many parameters and many types of image 

sizes and quality to be inputted, so that later they can provide the best recommendations based on accuracy.  

The use of facial data that does not have complete information or only in the form of a face image 

(occluded face) due to incomplete data acquisition or due to different facial angles. To solve this problem, one 

method that can be used is the mask R-CNN method with instance-aware semantic segmentation, but this 

method still has deficiencies in the segmentation or FCN section which results in a decrease in the accuracy of 

identifying facial objects with incomplete facial information (occluded face). Besides that, modifications will 

also be made to the bounding box regressor by removing the anchors that are outside the image. 

 

 

2. RESEARCH METHOD 

This literature study was based on several articles retrieved from Scopus. These articles will explain 

the research that has been done on face detection and face recognition. The articles collected them through the 

two stages explained in the following subsections. 

 

2.1. Selection stage 

Face recognition is one of the computer vision domains. Face recognition is never separated from 

detection [2]–[4] and identification of facial objects [5]–[7]. Most of the researchers conduct facial recognition 

research on a multi-object basis or in the input there are many faces, the obstacle in research usually lies in 

detection which sometimes cannot detect many facial objects in one frame [8]–[10]. Objects that cannot be 

detected are mostly because the information from the object cannot be perfectly received by the computer, or 

in other words the object is not all visible or only part of it [2], [11], [12]. There are several methods of detection 

and recognition of traditional image objects such as Viola-Jones [15], Hog+ support vector machine (SVM) 

[16], and deformable part model (DPM) [17]. 

There are many models and methods that can be used in facial recognition, one of which is deep 

learning. Convolutional neural networks [18] is one of the many methods available in deep learning that can 

be used for facial recognition [19]–[21] both in real-time [22] or not in real-time [23]. There is a study that 

builds a model based on normalized features extracted by deep CNN [24]. In addition, there is the convolutional 

channel feature (CCF) [25], which combines the advantages of the filtered channel feature and the CNN 

architecture, which has lower computational and storage costs than standard CNN methods. 

The development of the first CNN method is was named region convolutional neural networks 

(R-CNN) [26], where R-CNN is done by finding regions or parts of images that can be objects, using the 

proposal region method, then each region will have a CNN for feature extraction. From this R-CNN research, 
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other methods were obtained such as fast R-CNN [27], faster R-CNN [28], and the latest is mask R-CNN [12] 

where this method combines faster R-CNN by adding a new branch called mask to perform segmentation and 

called FCN [11], [29]. 

Several studies made modifications to the FCN section [30]–[32]. The multi scale FCN (MSFCN) 

[30] trains different face models for different face scales and these models share convolutional features, which 

can increase the computational efficiency of the network. utilizes generative adversarial networks (GAN) [33] 

to generate high-resolution small faces and MS-FCN composites to ensure the network uses adequate facial 

information to study scale-invariant facial features [34]. CV full convolutional neural network (CV-FCNN) for 

the classification of synthetic aperture radar (SAR) targets, which only contains convolutional layers in the 

hidden layer [31]. The purpose of replacing pooling and fully connected layers in a complex-valued 

convolutional neural network (CV-CNN) [35] with a convolution layer is to avoid complex pooling operations 

and prevent overfitting. Another method introduced mix-FCN to detect object locations and classify object 

types from images automatically [32], combined the spatial relation module and channel relation module for 

use in FCN for aerial images [36], improve the work of mask RCNN by improving the model's network 

structure by reducing the number of layers in the residual network, and adjusting the internal structure to 

strengthen the regularization of the model, increase the generalization ability, and then adjust the anchor box 

parameters and the loss of the loss function. to improve detection and segmentation accuracy [37].  

In recent years, there have been significant advances in object detection using R-CNN-based methods. 

the faster R-CNN model using the WIDER dataset and verified performance on the FDDB and IJB-A datasets 

[38], improved the faster R-CNN framework through various architectural strategies, including multi-scale 

training, hard negative mining, and feature-blending on faster R-CNN [39], proposed the faster R-CNN method 

for face detection at different scales with low resolution data [2], proposed a cascaded backbone branch of the 

FCN (BB-FCN), and they used local facial landmarks to perform R-CNN-based face detection [40]. Face 

R-CNN [41], [42] adapts faster R-CNN for face detection and uses center loss [43] to pursue discriminatory 

features. Face R-FCN [44] based on R-FCN [45] eliminates the impact of non-uniform contributions from each 

part of the face by re-weighting embedding responses on score maps after the pooling region of interest layer 

(ROI). A study for multi-angle faces using R-FCN with multi-scale training [13]. FDNet [46] designed a 

deformable layer to make the studied features robust to scale variance. 

Face recognition using deep convolutional neural network architecture is the method of choice for 

face recognition [8]–[10]. Deep CNN [18] maps facial images based on pixels into features that must have a 

small distance between classes and a large distance between classes. There are two main lines of research 

conducted to practice deep CNN facial recognition. Some researchers train multiple class classification 

divisions that can separate different identities within the training set, such as by using the softmax classification 

[8], [9], and others study embedding directly, such as triplet loss [10]. 

Other studies related to facial recognition [5]–[7] have been proposed to increase the discriminatory 

power of loss function that occurs in this softmax. Softmax has also been widely developed including by 

normalizing class-variant margin (CVM) [47], mis-classified vector [48], and sphere margins [49]. Pioneered 

center loss, the Euclidean distance between each feature vector and its center class, to obtain intra-class 

cohesiveness [43]. At the same time, the dispersion between classes is guaranteed by the combined softmax 

loss. However, updating training through an actual center was extremely difficult as the number of face classes 

available for training had recently increased dramatically. 

Mask R-CNN [12] is a method that uses instance-aware semantic segmentation to label segmentation 

or classify objects, so that this method can distinguish objects/instances in the same class. Mask R-CNN are 

usually used for detection [14], [50] and object recognition [14], [51]. Mask R-CNN extends faster R-CNN by 

adding a new branch to predict the mask object in parallel with the existing branch for bounding box 

recognition. The segmentation on mask R-CNN [12] is FCN [11] which uses a convolutional neural network 

to convert image pixels into pixel categories. The FCN changes the height and width of the middle layer 

features by remapping to the input image size via the transformed convolution layer, so that the predictions 

have a one-to-one comparison correspondence with the input image in spatial dimensions (height and width). 

Because FCN uses a combination of convolutional layers, it is possible to do other combinations to get better 

segmentation than before. 

In previous research, not many have given novelty to the segmentation section, even though 

segmentation is a very important part. Previous research, which focused more on loss function, and object and 

face detection, did not focus on face identification and recognition with imperfect data. So, in this study, it is 

proposed to develop the mask R-CNN method with instance-aware semantic segmentation and modify the 

FCN segmentation process in developing a face recognition model that uses face image information as a whole 

or only in pieces. In addition, this research will conduct segmentation experiments with many parameters and 

provide the best recommendations based on accuracy. 
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2.2. Analysis stage 

Mask R-CNN [12] tries to expand the object detection capabilities using bounding boxes, with dense 

pixel-wise predictions, to provide a more complex understanding of an image. CNN is widely used for feature 

extraction from an image in the form of feature maps. Mask R-CNN uses these feature maps as input for the 

FCN, which generates a matrix. The resulting matrix is 1 for all pixel locations that are part of the object and 

0 for all other locations. This matrix is known as the binary mask. With the binary mask obtained and the 

classification results and bounding boxes from faster R-CNN, Mask R-CNN can produce precise segmentation 

instances. 

In this paper, we propose to use VGG16 as a CNN model. VGG16 is a convolutional neural network 

model proposed by Simonyan and Zisserman from the University of Oxford in the paper “very deep 

convolutional networks for large-scale image recognition” [52]. This model achieves a top-5 test accuracy of 

92.7% on ImageNet, a dataset of more than 14 million images belonging to 1000 classes. It is one of the well-

known models submitted to ILSVRC-2014. It made improvements over AlexNet by replacing large kernel 

sized filters (11 and 5 in the first and second convolutional layers, respectively) with multiple 3×3 kernel sized 

filters one after another. CNN VGG-16 itself consists of 16 CNN layers. The VGG-16 itself only uses 3×3 

CONV stride 1 and 2×2 MAX POOL stride 2. 

Region proposal network (RPN) is a FCN [11] which takes image input for any size and output in the 

form of a box from the object proposal that has an objectivity score [28]. RPN uses 9 types of the anchor with 

3 ratios and 3 scales. The ratio is 1:1, 1:2, and 2:1. The scales are 128, 256, and 512. These scales and ratios 

are very important for overcoming the difference in ratios and scales. Since the 2,400 kernel window uses these 

9 anchors, we have 21,600 anchors. Two methods are used to maximize the number of anchors, namely 

ignoring the cross-boundary anchors or anchors outside the image. The second method is to use non-max 

suppression (NMS). The way it works is on the positive intersecting objects to carry out many operations on 

the same object. From these anchors, the anchor with the maximum value is selected. That way, the number 

will become 2,000 anchor, which is more efficient. The formula for the RPN is as (1), 

 

𝐼𝑜𝑈=
𝑝𝑖𝑥𝑒𝑙𝑠(𝐴 ∩ 𝐺𝑡)

𝑝𝑖𝑥𝑒𝑙𝑠(𝐴 ∪ 𝐺𝑡)
 (1) 

 

Explanation: 

𝐼𝑜𝑈  : The ratio of the intersection of 𝐴 with 𝐺𝑡 to 𝐴 union 𝐺𝑡, 

𝐴     : Anchor or prediction box, 

𝐺𝑡    : Ground truth boxes. 

Intersection over union (IoU) stands for intersection over union where if IoU 0.7 then the image in 

the Anchor is considered an object, while if IoU < 0.7 then the image in the Anchor is considered not an object. 

RPN will use the 13th Conv layer to generate map features. Its size is 512, where 256 kernel windows are 

obtained from positive anchors and an equal number from negative anchors. 512 kernel windows are obtained 

from 40×60=2,400 kernel window/anchor locations, where later 2,400 anchors will justify the anchor location 

of the object and not. Object range values are 0 to 1, as well as non-objects. This value will be used for 

classification. 

RPN loss function is a function to measure how big the error in the prediction is. The loss function is 

very useful for defining or giving positive labels to objects. In this case, 2 types of error measurement are 

carried out, namely the object/non-object classification and the loss function for box regression. The equation 

used in the RPN loss function is: 

 

𝐿(𝑝𝑖 , 𝑡𝑖) =  
1

𝑁𝑐𝑙𝑠
∑ 𝐿𝑐𝑙𝑠(𝑝𝑖 , 𝑝𝑖

∗)𝑖 +
1

𝑁𝑟𝑒𝑔
∑ 𝐿𝑟𝑒𝑔(𝑡𝑖 , 𝑡𝑖

∗)𝑖   (2) 

 

𝐿𝑐𝑙𝑠(𝑝𝑖 , 𝑝𝑖
∗) = − 𝑝𝑖

∗ log(𝑝𝑖) − (1 − 𝑝𝑖
∗)𝑙𝑜𝑔(1 − 𝑝𝑖) (3) 

 

𝐿𝑟𝑒𝑔(𝑡𝑖, 𝑡𝑖
∗) = {

|𝑡𝑖− 𝑡𝑖
∗|−0.5,       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

0.5(𝑡𝑖− 𝑡𝑖
∗)2,       𝐼𝑓 |𝑡𝑖− 𝑡𝑖

∗|<1
  (4) 

 

The formulation of classification loss function 𝐿𝑐𝑙𝑠  is similar to (2), except that the foreground and background 

classification loss 𝐿𝑐𝑙𝑠(𝑝𝑖 , 𝑝𝑖
∗) changes to multi-class classification loss. The equation used in the classification 

of loss functions: 

 

𝐿𝑐𝑙𝑠(𝑝𝑖 , 𝑝𝑖
∗) = ∑ 𝑝𝑖

∗𝐶
𝑖 log(𝑝𝑖) (5) 

 

Total loss function: 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 13, No. 5, October 2023: 5662-5673 

5666 

𝐿𝑡𝑜𝑡𝑎𝑙(𝑝𝑖 , 𝑝𝑖
∗) = 𝐿𝑟𝑒𝑔(𝑡𝑖, 𝑡𝑖

∗)+𝐿𝑐𝑙𝑠(𝑝𝑖 , 𝑝𝑖
∗) (6) 

 

Explanation: 

𝑝𝑖   : The predicted probability that the object contains, 

𝑝𝑖
∗ : Label with a value of 1 for a positive anchor and 0 for a negative anchor, 

{pi} : { p1, p2, .....} the set of predictive probabilities containing objects, 

𝑁𝑐𝑙𝑠 : Size in minibact (512), 

𝑁𝑟𝑒𝑔 : Anchor numbers or number of anchors in minibact (512), 

𝑡𝑖  : The four coordinates of the bounding box, 

𝑡𝑖
∗ : The coordinates of the ground-truth window labeled positive, 

{ti}  : {t1, t2, .......} set of four bounding-box coordinates, 

𝐿𝑐𝑙𝑠(𝑝𝑖 , 𝑝𝑖
∗) : Loss function foreground and background classification of each anchor, 

𝐿𝑟𝑒𝑔(𝑡𝑖 , 𝑡𝑖
∗) : Loss function regression, 

𝑁𝑐𝑙𝑠, λ : (constant value), 

𝑁𝑟𝑒𝑔 : Hyperparameters for adjusting the weight between two losses, 

C : Number of all categories, 

i : Index ancors in the mini-bath. 

FCN uses a convolutional neural network to convert image pixels into pixel categories [27]. FCN 

changes the height and width of the middle layer features by mapping back to the input image size via the 

transformed convolutional layer. The predictions have a one-to-one ratio correspondence with the input image 

in spatial dimensions (height and width). Given the spatial dimension position, the output from the channel 

dimension will be a prediction of the pixel category according to the location. 

FCN uses dense prediction, namely pixel-wise class labeling, to label image pixels in determining 

segmentation classes. All pixels are predicted one by one. Because it uses dense prediction, FCN has a 

prediction sensor that is the same size as the original image. To predict the size of the FCN, the closer to the 

output, the smaller the size, but the deeper the prediction is. After the prediction, the segmentation will be 

carried out. 

Bilinear interpolation is performed using linear interpolation. first in one direction and again in the 

other. Although each step is linear in sample values and position, the overall interpolation is not linear but 

quadratic across the sample locations. Bilinear interpolation is one of the basic resampling techniques in deep 

learning, computer vision, and image processing. Bilinear interpolation is also called bilinear filtering or 

bilinear texture mapping. Because the prediction layer class is not the same size as the prediction sensor, we 

generate up-simple back 32 times by inserting 31 paddings, which is initialized using bilinear interpolation. 

After getting a sensor or the same size as the prediction, a convolution is carried out. The result is the sensor 

layer that will be used for prediction.  

In mask R-CNN [12], we use FCN-8s. FCN-8s uses 3rd, 4th, and 5th pooling (conv7). Up-sample 

Conv-7 four times and up-sample again twice for pooling-4 so that it has the same size as pooling 3. After all 

three poolings have a size of 28×28 like pooling-3, join the three pooling using the 1×1 convolution. Which 

results in a deep depth of 21 with dimensions of 28×28. Up-sample back 8 times to get the insert padding, then 

convolution and up-simple back to get a more suitable segmentation to the image. 

On mask R-CNN, you must train the proposal object, object detector, and so on to get n to n 

segmentation sizes. For the results, FCN and mask R-CNN have a difference. Mask R-CNN is better in 

segmentation because they change ROI Pool to ROI Align form with 10%-50% accuracy improvements and 

decouple masks and class predict. 

The FCN [11], [12] loss function uses a formula or equation per pixel-softmax loss function. Matrix 

multiply+bias offset is a network with 3 classes. Input from the network is performed an exponential operation. 

Then normalization is performed. In the learning process, the process of minimizing the value of cross-entropy 

loss (softmax) is carried out with the formula: 

 

𝐻(𝑝, 𝑞) =  − ∑ 𝑝(𝑥) log 𝑞(𝑥)𝑥  (7) 

 

Explanation: 

𝑝(𝑥) : Ground-truth probability (0/1). 

log 𝑞(𝑥), 𝐿𝑖 : Predictive probability. 

Attempts are made to reduce the loss function by minimizing cross-entropy to get less value or loss 

function. This is a learning process in this method. The loss function is performed on all existing pixels. 

Region of interest is a sample in a “data set” that is identified for a specific purpose [53]. The ROI 

concept is generally used in many application areas. For example, in medical imaging, a tumor's boundaries 
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can be defined on an image or volume to measure its size. The endocardial border can be defined on the image, 

possibly during different cardiac cycle phases, for example, end-systole and end-diastole, to assess cardiac 

function. In “geographic information systems” (GIS), ROI can be taken literally as a selection of polygons 

from a 2D map. In “computer vision” and “optical character recognition”, ROI defines the object's boundaries 

under consideration. ROI is also often used in face detection or object detection. 

The size of the input image after CNN VGG16 will have the initial size divided by 32 and the object 

image. In ROI Pool, the value of objects or images with size with the number of floats will be converted into 

an integer. Because the size of the object after the CNN VGG16 process and the size that softmax and 

regression boxes can accept is 7×7 on the fully connected layer, resizing must be done using max-pooling with 

the object size divided by 7 (for example, 20/7=2.86 divided by 2). Because there is quantization that occurs 

twice, information is lost from input to output. This is fine for classifications such as the fast and faster  

R-CNN. 

There is a difference between ROI Pool and ROI Align. ROI Align does not round up for results from 

CNN VGG16, so they are still using floats. For example, to get an image at coordinates 2.97 is done by bilinear 

interpolation. We use Mask R-CNN Architecture in Figure 1. 

In this study, an experiment will be conducted to perform segmentation FCN with many parameters 

and many types of image size and quality to be inputted, so that later it can provide the best recommendations 

based on accuracy. The calculation of the loss function is carried out on the RPN and FCN sections. The parts 

that were modified are as: 

a) Box regression, in this section an overhaul will be carried out by removing anchors that are outside the size 

of the image and only using anchors that are in the image. The difference can be seen as in Figure 2. 

The blue line in the Figure 2 is the ground truth box while the orange is the anchor. Figure 2(a) shows 

the original Mask R-CNN where anchors that are outside the image are also used. Figure 2(b) shows a modified 

Mask R-CNN that will be used by eliminating the use of anchors that are outside the image to save running 

time. This research model using Figure 2(b). 

b) Mask Brach, in the mask section, FCN will be used where FCN will be modified by experimenting with 

using different pooling from the existing ones to get the possibility of increasing segmentation accuracy. 

FCN experiments can be seen in Figure 3. 

 

 

 
 

Figure 1. Mask R-CNN architecture 

 

 

  
(a) (b) 

 

Figure 2. Comparison of anchor usage (a) with anchor outside the image and (b) without anchor outside the 

image 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 13, No. 5, October 2023: 5662-5673 

5668 

 
 

Figure 3. Modified FCN 

 

 

The FCN section in Figure 3, various segmentation experiments or combinations of FCN with many 

parameters will be carried out and provide the best recommendations based on accuracy. Besides that, various 

image forms, both sizes and resolutions, will be used. Testing and training are carried out using various 

resolutions and image sizes with the aim of seeing the results of facial recognition. 

 

 

3. RESULTS AND DISCUSSION 

This paper focuses on the method ability to recognition and search for faces that have similarities to 

the input, where input can only be done with data on some faces. This dataset consists of various resolutions 

which will later be used to determine whether the segmentation method and parameters used affect the 

resolution or not. The amount of data used is expected to increase efficiency in the implementation of  

mask R-CNN. The data used does not have to be a complete face image (occluded face). The recommended 

data in this study is facial section data (occluded face) show in Figure 4. Figure 4(a) shows the dataset 

displaying all the facial information. in Figure 4(b) dataset that does not show some facial information such as 

the use of masks and sunglasses as well as shooting at an angle that only shows half the face (occluded face). 

Figure 4(a) is used for the model. whereas, Figure 4(b) is used for model and inputs. 

Lin et al. [4], the good face detection results from the G-mask and mask R-CNN methods from 

comparison with other methods using the same, namely the FDDB, AFW, and WIDER FACE dataset. 

However, at the speed and efficiency of running time, the faster R-CNN is still the fastest. Running time of 

deference method in Table 1. 

The method proposed from the research [4] in Table 1 compared with several major methods including 

multi-scale CNN (MSCNN) [54], contextual multi-scale region-based CNN (CMS-RCNN) [55], ScaleFace 

[56], multitask cascade CNN [57], and Faceness-WIDER [52]. The G-Mask method's precision-recall curve 

on the WIDER FACE benchmark of the G-mask method obtained 0.902 AP in the easy subset, 0.854 AP in 

the medium subset, and 0.662 AP in the hard subset. Compared to the advanced MSCNN method, the proposed 

method's AP value was only 0.014 lower in the easy subset and 0.049 lower in the moderate subset. There are 

some gaps between the G-mask method and MSCNN on the hard subset. 

The reason may be that the MSCNN methods employ a series of strategies for small-scale face 

detection, and thus they can handle more challenging cases. Despite this, the G-mask method still delivers 

promising performance, which shows the G-Mask method's effectiveness. From the previous explanation, 

Mask R-CNN can be a good method in terms of face detection and running time, which is almost the same as 

faster R-CNN in detecting faces. In this paper, an architecture is designed to overhaul the FCN so that face 

detection can be even better because segmentation plays an important role in face detection. 
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The face recognition system design proposed in this paper is shown in Figure 1. From Figure 1, we 

can see how the data flow is processed, starting from the incoming image data, then the CNN value will be 

calculated, then using the proposed region network, a feature map will be obtained. Then apply the ROI pooling 

layer obtained from the ROI Align calculation on the bounding boxes to bring all the RPN candidates on the 

feature map to the same size.  

 

 

  
(a) (b) 

 

Figure 4. Dataset (a) show all face information and (b) not show all face information 

 

 

Table 1. Running time of deference method 
Method Running time (s) 

FDDB AFW ChokePoint 

Faster R-CNN [4] 0.30 0.32 0.28 
G-Mask [4] 0.35 0.42 0.33 

Mask R-CNN 0.32 0.35 0.33 

 

 

Meanwhile, segmentation is done using the FCN method, which combines several layers on the 

feature maps and CNN VGG-16 to perform segmentation. Proposals are forwarded to fully connected layers 

to classify and display bounding boxes for objects. The final step is to join forces between mask branches, box 

regression, and classification to get results in facial recognition. 

The recommended CNN backbone is CNN VGG-16. RPN will use the 13th layer of CNN calculations 

to generate a feature map and use (1), where it is determined that if the input image contains a face object, it 

will be rated as 1. For images other than the face object, it will be considered the background, for this face 

image, which will be detected and predicted. There can be many face objects in one image, using RPN and 

instance aware semantic segmentation can label the same object in one image, for example, there are two faces, 

labeling face 1 and face 2 will be done so that the 2 objects can be distinguished. 

ROI align must obtain an ROI pooling layer with a feature map size that can be processed by 

classification and box regression. ROI align calculates the face image's image/pixel by not rounding for the 

CNN VGG-16 results, so the numbers obtained are using floats. In other words, there is no quantization of the 

image coordinates. 

FCN here functions in the form of segmentation by labeling images using dense prediction, namely 

pixel-wise class labeling the results of FCN in the form of branch masks. Because the prediction layer class is 

not the same size as the prediction sensor, a simple back-up is generated by padding the insert 31 (32-1=31) 

times, which is initialized using bilinear interpolation. After getting a sensor or the same size as the prediction, 

a convolution is carried out. The result is the sensor layer that will be used for prediction. 

This paper provides experimental recommendations for segmentation (FCN) with many parameters 

and many types of image sizes and quality to be input so that later we can provide the best recommendations 

based on accuracy and running time. Loss function calculations are performed on the RPN and FCN sections. 

The experimental design in Figure 5 proposed and carried out in this paper uses the complete architectural 
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design of mask R-CNN, instance aware semantic segmentation, and modified FCN. As in Figure 1, the image 

input will be processed with CNN VGG16, which uses 6 states where the first state has the same size as the 

input image. For each subsequent state, it will have half the size of the previous state. Next, we will determine 

the class prediction layer, using the 7th convolution layer, which has dimensions of 7×7. After getting the class 

prediction layer, it will be up simple back 32 times by inserting padding (32-1=31) 31 times to get a pixel-wise 

prediction size that matches the size of the input image. The experiment will be combination with various 

segmentations or FCN with many parameters and provide the best recommendations based on accuracy and 

running time, show in Figure 5. 

 

 

 
 

Figure 5. Experimental design 

 

 

In this experimental, different image shapes will also be used, both in size and resolution. Testing and 

training are carried out using various solutions and image sizes to see facial recognition results. The output of 

this study is that in addition to performing facial recognition, it also obtains the results of a combination of 

FCN and image quality based on facial recognition accuracy and running time, which will later be useful as 

references for further research. 

FCN modification for face recognition, as shown in Figure 3. FCN 4s is one of several modifications 

that will be made in our experiment. It is hoped that this modified FCN will have a good impact on facial 

recognition segmentation. 

 

 

4. CONCLUSION 

This paper discusses several efficient architectures in face or facial recognition based on face detection 

architectures, such as the main method of mask R-CNN and several overhaul methods, such as G-MASK, 

MSCNN, CMSRCNN, ScaleFace, multitask Cascade CNN, and Faceness-WIDER. This research will focus 

on research cases with occluded facial objects. The experiment using segmentation FCN with many parameters 

and many types of image size and quality to be inputted, so that later it can provide the best recommendations 

based on accuracy. The calculation of the loss function is carried out on the RPN and FCN sections. The parts 

that were modified is mask branch and box regression. For that reason, we made architecture and design to 

overhaul mask R-CNN and FCN by designing other pooling merging experiments that have never been used, 

such as FCN 8s (Merging FCN pooling 7, 6, 5, and 4), to make image segmentation better. It is hoped that this 

architecture will provide efficient results in face detection and time efficiency, both using high-quality image 

input and low-quality images. This architecture is also used for face recognition, while most research conducted 

with mask R-CNN is face detection. 
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