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 Legal classification models help lawyers identify the relevant documents 

required for a study. In this study, the focus is on sentence level classification. 

To be more precise, the work undertaken focuses on a conversation in the 
supreme court between the justice and other correspondents. In the study, 

both the naïve Bayes classifier and logistic regression are used to classify 

conversations at the sentence level. The performance is measured with the 

help of the area under the curve score. The study found that the model that 
was trained on a specific case yielded better results than a model that was 

trained on a larger number of conversations. Case specificity is found to be 

more crucial in gaining better results from the classifier. 
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1. INTRODUCTION 

Predictive coding can greatly enhance the productivity of legal study in the legal domain. The 

objective is to find the most relevant legal document based on a query. In the legal industry, the popular 

approach involves increasing the volume of training data to show efficient results [1]. Text classification is a 

popular study in the areas of library management, informatics, and other domains focused on natural 

language processing (NLP). The areas of study largely involve shorter documents in classification. However, 

there are studies that are focused on larger document classification techniques [2]. The approach over the 

years has been to reduce the massive amount of time spent finding the right document for a certain query. 

This is largely due to the massive cost involved in processing the data manually. Machine learning has been 

an acceptable approach over the years to reduce the dependence on manual approaches [3]. The reason for 

this continued interest in this domain is because of an exercise called “Discovery”. This process is closely 

related to predictive coding, but in the litigation process in courts across the United States (US), there is a 

need to produce relevant documents pertaining to an issue that is being addressed in court [4]. The goal was 

to challenge the traditional human reviewers and the algorithm has gained incredible interest from the 

analytics domain and was found to be effective. However, over the years there has been a considerable shift 

in the idea of classification. The approach has been to introduce a concept known as explainable artificial 

intelligence (AI). These systems can successfully locate interesting arguments within responsive documents 

[5]. The domain has also faced multiple difficulties including the need for annotated legal data sets which are 

increasingly rare because of the specificity of the language-specific domain. This can prevent researchers and 

practitioners from achieving the necessary efficient models. There has been significant improvement in 

addressing this concern by introducing automated legal data set classification [6]. Legal documents are also 
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known to have complex structures. This requires the introduction of novel approaches. Graph-based 

approaches have proven to be valuable when the document has these complex structures in place [7]. 

Preprocessing techniques have been deployed to extract more linguistic information from the legal text. 

There have been some fundamental approaches such as lemmatization and stop word techniques to improve 

the accuracy of classification [8]. Convolutional neural networks (CNNs) have predominantly been shown to 

be machine learning algorithm that is effective compared to other learning techniques such as support vector 

machine, logistic regression (LR) model, and random forest algorithm [9].  

Classification of text documents can be done at different levels: document, paragraph, sentence, and 

sub-sentence level. This implies that the classification is achieved largely based on the level of the document 

[10]. Legal text and documents are largely considered unstructured data. The algorithms employed require 

these to be converted to a structured feature space for mathematical modeling which is popularly referred to 

as feature extraction. The term frequency-inverse document frequency (TF-IDF) denotes the importance of a 

word in a collection. It is popularly employed to identify the significance of a word in a document [11]. 

Another significant tool in feature extraction is word2vec. This tool emphasizes the need to find synonymous 

words which help in constructing a dictionary for the learning process [12]. An unsupervised approach which 

later became popular in the NLP domain was GloVe which combines the best of two model approaches [13]. 

Due to the increasing demand on performance, there is a need to reduce the dimensionality of the dataset 

further. This is popularly referred to as dimensionality reduction and is a key process in identifying 

significant words in a large legal document [10]. A primary classification technique that has pushed the 

boundaries of the classification algorithms is LR. The objective is to perform binary classification. It uses a 

function that takes a dependent variable as input to identify the correct class of a document [14]. The naïve 

Bayes (NB) classification algorithm is a successful classification algorithm based on the popular Bayes 

theorem where every pair of features is independent [15]. Popular techniques such as k-nearest neighbor and 

support vector machine are unsupervised learning techniques that have gained interest in NLP domains over 

the years [16]. Tree-based classifiers such as decision tree algorithms and random forest algorithms have 

been known to be efficient algorithms in text classification [17]. Automatic classification of text documents 

can also be achieved by employing graph based algorithms such as conditional random fields (CRF) which 

are implemented by considering the neighborhood of data items in a graph structure [18]. Lately, deep 

learning approaches have paved great pathways for classification algorithms. This is due to the sheer size of 

input data the algorithms are able to intake [19]. The final important task in text classification is to evaluate 

the efficiency of the model. Accuracy is a measure that has been increasingly used in text classification, 

however, it cannot be employed when the data set is unbalanced [20]. The F-score is a more sophisticated 

evaluation metric that can measure text classification with links to search engines [21]. The receiver 

operating characteristics (ROC) curve is a curve that is plotted by using the true positivity rate against the 

false positivity rate. An important piece of information that is derived from the ROC curve is the area under 

the curve (AUC) [22]. 

This study focuses on deriving the ROC curve and studying the AUC. This is done by taking two 

popular techniques namely the LR model and the NB model to classify legal sentences. These legal sentences 

are derived from dialogues in a supreme court.  

 

 

2. RESEARCH METHOD  

2.1.  Data preparation 

The data set for this work is derived from the Supreme Court Dialogs Corpus v(1.01) which was 

released in 2012 [23]. The corpus contains oral arguments in US Supreme Court. There are in total 50,389 

conversational exchanges between 11 justices and 311 participants. The data set was prepared by manually 

picking the sentence from the corpus and manually annotating whether the legal sentence is from the justice 

or a participant. This information is already present in the data set. The justice statement is given the value 

1(i.e. justice=1) and the non-justice statement is given the value 0(i.e. justice=0). The study is focused on 

creating a balanced dataset. In Figure 1, we observe that the number of justice statements is equal to the 

number of non-justice statements. The natural language toolkit (NLTK) is used to preprocess the existing 

sentences in the data set. The pre-processing step that is employed here was the removal of stop words. 

Words such as “the”, “a” or “an” which a search engine typically ignores were removed in this step [24]. 

 

2.2.  Data exploration 

The NLTK tool kit helps in the visualization of the data. The frequencies of words used by the 

justice and the non-justice help comprehend the difference of words used, respectively. In Figure 2, we notice 

that the justice statement has a large number of references to justice itself (“I”). In Figure 3, we notice a shift 

in the frequent words used by the non-justice including reference to the word “and”.  
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Figure 1. Data set balance 

 

 

  
  

Figure 2. Frequency of words used by justice Figure 3. Frequency of words used by non-justice 

 

 

2.3.  Data engineering 

The dimensionality reduction of the data set can be done with the help of lemmatization. Stemming 

or lemmatization involves combining derivationally different words into a single word [25]. This is done to 

increase the specificity of unique words. It will enhance the efficiency of classification when lemmatization 

is implemented. The feature extraction process is implemented with the help of document term frequency 

(DTM). In DTM, each row represents a conversation from the Supreme Court Dialog and each column 

represents a unique word from the conversation. This helps in analytics as the text is converted to a numeric 

form that can be further processed by the algorithm. Subsequently, a large number of columns would be 

created to accommodate lengthy documents in the process. If the word appears in the conversational log, a 

corresponding value of 1 is attributed to that particular word. A drawback of using DTM would be the 

importance given to high occurrences but less important words. This can be addressed by measuring the term 

frequency-inverse document frequency (TF-IDF) of a word. The TF-IDF can be measured as (1), 

 

𝑤𝑥,𝑦 = 𝑡𝑓𝑥,𝑦 × 𝑙𝑜𝑔 (
𝑁

𝑑𝑓𝑥
) (1) 

 

where wx,y stands for the TF-IDF weight of x, the term tfx,y stands for the frequency of x in y, the term dfx 

stands for the number of documents containing x, and N stands for the total number of documents.  

 

2.4.  Training 

An LR model is built with the idea of allowing a user to make binary decisions. It is more 

specifically used in the case when the target variable is categorical in nature. To predict the nature of a class, 

we make use of threshold values. This can be decided with the help of a logistic function or Sigmoid 

function. LR models the probability of a certain class. 

The NB classifier is based on the fundamental NB assumption that each feature makes an 

independent and equal contribution to the outcome. Bayes theorem finds the probability of an event occurring 

given that another event has already taken place. It can be mathematically represented as: 
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𝑝(𝐴|𝐵) =
𝑝(𝐵|𝐴)𝑃(𝐴)

𝑝(𝐵)
 (2) 

 

𝑝(𝑦𝑖|𝑥1, 𝑥2……) =
𝑝(𝑥1,𝑥2,𝑥𝑛|𝑦𝑖)⋅𝑝(𝑦𝑖)

𝑃(𝑥1,𝑥2−⋯⋅𝑥𝑛)
 (3) 

 

P(A|B) gives the probability of A occurring given that B has already taken place. NB classifier calculates the 

probability of a class occurring given a set of feature values. Here yi indicates the class of probability given a 

set of features x1 ,x2 …, xn occurring. NB assumes that all features are independent over each other. NB is 

known to work with data that has high dimensionality such as text documents. In the study, the manually 

annotated data set is passed to the LR model and the NB classification model. The ROC curve is drawn up. 

The area under the ROC curve (AUC) score is used to measure the efficiency of the model. 

 

 

3. RESULTS AND DISCUSSION  

There are different legal cases taken for the purpose of the study. The following sub-sections will 

emphasize the size of the data set for each study and will also mention the training and validation split. In this 

section, the result of the study is published and at the same time is given a comprehensive discussion. There 

are three data sets prepared for the purpose of the study: Cherokee Nation against Thompson and Thompson, 

Antonio Dwayne Halbert v. Michigan, and a combined data set to measure the performance of the classifiers. 

 

3.1.  Cherokee Nation against Thompson and Thompson 

The data set for this particular case involves a total of 215 conversations between the justice and the 

corresponding lawyer representatives. The case contains a total of 106 statements made by the non-justice 

and 109 statements by the justice. The training data involves 193 statements and 22 statements for validation. 

From Figures 4 and 5, we gather the AUC scores for the data set prepared using Cherokee Nation against 

Thompson and Thompson. The NB classifier has an AUC score of 88.54% whereas the LR model returned 

an AUC score of 67.72%. Clearly, the NB classifier has outperformed LR model.  

 

 

 

 

 

 
  

Figure 4. NB classifier using Cherokee Nation 

against Thompson and Thompson 

Figure 5. LR model using Cherokee Nation against 

Thompson and Thompson 

 

 

3.2.  Antonio Dwayne Halbert v. Michigan 

The data set for this particular case involves a total of 174 conversations between the justice and the 

corresponding lawyer representatives. The case contains a total of 85 statements made by the non-justice and 

89 statements by the justice. The training data involves 156 statements and 18 statements for validation. 

From Figures 6 and 7, we gather the AUC scores for the data set prepared using Antonio Dwayne Halbert v. 

Michigan. The NB classifier has an AUC score of 83.74% whereas the LR model returned an AUC score of 

67.72%. Clearly, the NB classifier has outperformed LR model.  

 

3.3.  Combined cases  

The data set for this particular case involves a total of 384 conversations between the justice and the 

corresponding lawyer representatives. The case contains a total of 191 statements made by the non-justice 

and 198 statements by the justice. The training data involves 350 statements and 39 statements for validation. 

From Figures 8 and 9, we gather the AUC scores for the data set prepared using Antonio Dwayne Halbert v. 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 13, No. 2, April 2023: 2350-2355 

2354 

Michigan. The NB classifier has an AUC score of 67.72% whereas the LR model returned an AUC score of 

67.72%. The NB classifier performed as equally worse as the LR model.  

 

 

 

 

 

 
  

Figure 6. NB classifier using Antonio Dwayne 

Halbert v. Michigan 

Figure 7. LR model using Antonio Dwayne  

Halbert v. Michigan 

 

 

 

 

 

 
  

Figure 8. NB classifier using combined cases Figure 9. LR model using combined cases 

 

 

4. CONCLUSION  

The work carried out was to successfully classify legal conversations taking place in a supreme 

court using both NB classifier and LR model. The evaluation metric used was the AUC score from the ROC 

curve. The study conducted can successfully conclude with evidence that the NB classifier performs better 

than the traditional LR model. However, we notice that when cases are combined, they perform equally 

worse. This proves that case specificity greatly enhances the classification score. Case specificity can help 

classification models perform better in courts. However, a model that is trained using a large collection of 

conversations may not necessarily give the required performance. In the future, unsupervised modeling can 

be used to classify legal conversations in a supreme court. 
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