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 Facial expression recognition is an important part in the field of affective 

computing. Automatic analysis of human facial expression is a challenging 

problem with many applications. Most of the existing automated systems for 

facial expression analysis attempt to recognize a few prototypes emotional 

expressions such as anger, contempt, disgust, fear, happiness, neutral, 

sadness, and surprise. This paper aims to compare feature extraction 

methods that are used to detect human facial expression. The study compares 

the gray level co-occurrence matrix, local binary pattern, and facial 

landmark (FL) with two types of facial expression datasets, namely Japanese 

female facial expression (JFFE), and extended Cohn-Kanade (CK+). In 

addition, we also propose an enhancement of extreme learning machine 

(ELM) method that can adaptively select best number of hidden neurons 

adaptive ELM (aELM) to reach its maximum performance. The result from 

this paper is our proposed method can slightly improve the performance of 

basic ELM method using some feature extractions mentioned before. Our 

proposed method can obtain maximum mean accuracy score of 88.07% on 

CK+ dataset, and 83.12% on JFFE dataset with FL feature extraction. 
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1. INTRODUCTION 

Humans in their daily lives have an instinct to be able to interact with one another in order to 

achieve a goal. In carrying out these interactions the interpretation of one’s emotional state becomes very 

important in creating good communication. The emotional state of a person in interacting can be reflected in 

words, gestures and facial expressions [1]. Among those reflections, the face is a complex and difficult 

element to understand, even in an idle position the face can provide information about several emotional 

states or moods [2]. Facial expressions recognition is an important part of studying how humans react to the 

environment in the field of affective computing which aims to diagnose and measure someone’s emotional 

expression explicitly and connect implicitly [3]. Facial expression recognition has been widely applied in 

several fields, including facial expression recognition for the detection of system errors in smart 

environments [4], enhancing the gaming experience [5], intelligent tutoring system [6], cooking experience 

[7], and so on. Those examples show that facial expressions play an important role in decision making, help 

the learning process, and also provide an assessment based on an action. 

Feature extraction is one of the important processes in recognizing facial expressions. Several 

feature extraction models on faces have been developed and have weaknesses and strengths in each model 

[8]. For example, template-based models that have a good level of accuracy. However, the template-based 
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models the computational process has more complex computation and the images must have the same size, 

orientation, and level of illumination. Similar to template-based models, color segmentation-based models, 

and appearance-based models, the level of illumination, color and image quality also play an important role 

to get maximum results. Geometry-based models have a good level of accuracy and the amount of data 

needed is less than the three models mentioned before [8], and the level of illumination does not really affect 

this model. Therefore, selecting the suitable feature extraction is important prior to implementing the data to 

the classification model.  

There are several algorithms that can be used to recognize facial expressions which range from 

machine learning to neural networks models. Machine learning methods such as k-nearest neighbor (KNN) 

or support vector machine (SVM) have been widely used to solve this problem. However, previous study 

shows that neural network algorithm could achieved reliable accuracy even not the highest among hidden 

Markov model, AdaBoost, and SVM [9]. In other several studies found that the level of accuracy possessed 

by these algorithms is classified as lower when compared to the neural network (NN) model [10]–[12]. NN is 

an emulation of the human biological nervous system consisting of several artificial neurons that are 

connected to each other in a group and can process information through a computational process [13]. NN 

itself has been widely used in solving several problems related to classification, some of which are the 

recurrent neural network (RNN) algorithm which is used as a spam detection with affect intensities [14]. 

Convolutional neural network (CNN) which is used as a food image classification [15], [16] and deep belief 

network (DBN) for recognition of emotions on human faces [17]. Lastly, extreme learning machine (ELM) 

which is used in real-world classification problems, including breast cancer, authentication on banknotes, 

[18], detecting eye fixation point [19], and so on. Those previous study show that the NN architectural model 

is able to perform various classification processes with good results. One of the NN algorithms that has a 

relatively simple model and only has one hidden layer consisting of several neurons or what is often called 

Single layer feedforward neural networks (SLFNNs) is the ELM algorithm, where the weight between input 

and hidden neurons set randomly and are constant during the learning and prediction phases [20]. Therefore, 

ELM’s simple architecture is considered capable of performing the classification process with a faster 

computation time when compared to traditional gradient-based algorithms such as backpropagation [21]. 

In this study, we propose an enhancement for the ELM method to classify facial expressions such as 

anger, contempt, disgust, fear, happy neural, sadness and surprised. We also compare texture-based and 

geometry-based feature extraction to find the best feature extraction method in terms of facial expression 

detection. The feature extraction method that we used to compare are gray level co-occurrence matrix 

(GLCM), local binary pattern (LBP) and facial landmark (FL). 

 

 

2. FEATURE EXTRACTION COMPARISON USING AELM 

2.1.  Datasets 

The datasets used to compare feature extraction method in this paper are extended Cohn-Kanade 

(CK+) [22] and Japanese female facial expression (JAFFE) [23]. The facial expression on CK+ datasets as 

shown in Figure 1, consists of 654 images and divided into several number of basic human expressions, such 

as anger, contempt, disgust, fear, happiness, neutral, sadness, and surprise. Meanwhile, JAFFE dataset 

consists of 213 images of facial expressions and has some basic human expressions like anger, disgust, fear, 

happiness, neutral, sadness, and surprise as shown in Figure 2. 

 

 

 
 

Figure 1. Extended Cohn-Kanade (CK+) dataset 
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Figure 2. Japanese female facial expression (JAFFE) dataset 

 

 

2.2.  Feature extraction 

In this paper, we use three types of feature extraction to compare the extraction performance. The 

three feature extractions are GLCM, LBP and FL. Each of the extraction method represents three different 

extractions. The GLCM is used as a texture extraction method, the LBP is a visual descriptor extraction 

method, and the FL is a landmark that represents facial area. 

 

2.2.1. Grey level co-occurrence matrix 

Grey level co-occurrence matrix (GLCM) is an image texture analysis technique. GLCM represents 

the relationship between 2 neighboring pixels which has a gray intensity (grayscale intensity), distance and 

angle. There are 8 angles that can be used on GLCM, including corners 0°, 45°, 90°, 135°, 180°, 225°, 270°, 

or 315°. Meanwhile, the distance usually used are 1, 2, and 3. The steps are used to calculate the gray level 

co-occurrence matrix features of the grayscale image are described as follows: i) creating a matrix work area 

from the image input, ii) doing the formation of the initial GLCM matrix of two-pixel pairs which are aligned 

according to the direction of 0°, 45°, 90°, or 135°, iii) symmetrizing matrix by summing the initial GLCM 

matrix with the transpose value, iv) normalizing the GLCM matrix by dividing each matrix element by the 

number of pixel pairs, and v) extracting feature of GLCM. 

The GLCM feature is calculated using a square matrix based on region of interest dimension in the 

facial expression images. Total six numbers of features that extracted in this paper, those six features are 

contrast, angular second-moment feature (ASM), energy, dissimilarity, homogeneity, and correlation 

features. Refer to [24] and [25] for further details. 

 

2.2.2. Local binary pattern (LBP) 

LBP encodes the grayscale of an image by comparing selected pixel value to its neighbor. In the 

LBP approach for texture classification, the occurrences of the LBP codes in an image are collected into a 

histogram. LBP encodes the grayscale of an image by comparing selected pixel value to its neighbor. In the 

LBP approach for texture classification, the occurrences of the LBP codes in an image are collected into a 

histogram. The classification is then performed by computing simple histogram similarities. However, 

considering a similar approach for facial image representation results in a loss of spatial information and 

therefore one should codify the texture information while also retaining their locations. One way to achieve 

this goal is to use the LBP texture descriptors to build several local descriptions of the face and combine them 

into a global description. Such local descriptions have been gaining interest lately, which is understandable 

given the limitations of the holistic representations. These local feature-based methods are more robust 

against variations in pose or illumination than holistic methods. For further details please see the basic 

methodology for LBP based face description proposed by Ahonen et al. [26]. 
 

2.2.3. Facial landmark (FL) 

The first step of the facial landmarks (FL) is to localize the face area or namely the region of interest 

(ROI) of the input image. It is important to mention that we can use different methods for face detection like 

HaaR cascades or Viola Jones, but Dlib library itself has its own detector to select the ROI and get the 

coordinates of a face bounding box coordinates of a key facial points. Specifically, we used Dlib facial 

landmark which was implemented by Kazemi and Sullivan [27]. Facial landmarks are defined as the 

detection and localization of certain points characteristics on the face. Commonly used landmarks are the eye 

corners, the nose tip, the nostril corners, the mouth corners, the end points of the eyebrow arcs, ear lobes, and 

chin [28]. Landmarks such as eye corners or nose tip are known to be little affected by facial expressions, 

hence they are more reliable and are in fact referred to as fiducial points or fiducial landmarks in the face 

processing literature. 

 

2.3.  Proposed adaptive extreme learning machine (ELM) 

Single layer feedforward neural networks (SLFNs) are extreme learning machines (ELM) which was 

first introduced by Huang et al. [29] with the aim of filling one of the weaknesses in other feedforward neural 
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network algorithms, which has slow learning speed [29]. The slow learning process performance can occur 

because the used of parameters, namely the weight and bias of the feedforward network, need to be adjusted 

iteratively. In addition, the use of the gradient-based learning method used in the learning process has an impact 

on the process being slow, or very vulnerable to reaching local minimums [21]. In general, ELM algorithm can 

be done in two stages, namely the training process where ELM will learn the input data by doing some 

calculation, and then it will continue to the testing stage to get the results. At the training process ELM start to 

the output weights values, where this value is the result of the training process that will be used in the testing 

process later. It started by initializing random matrix values of input weights (𝑊𝑗𝑘) and bias values (𝑏) and 

calculating the initial matrix 𝐻′ then add the result of calculation to one of the activation functions. After that, 

the result of activation function is calculated using Moore-Penrose generalized inverse, then we can start to 

proceed to the testing process [29]. In the ELM process it is difficult to determine the exact number of hidden 

neurons because the input weights and bias value has been initialized randomly as well as the number of hidden 

neurons, the random number of hidden neurons makes quite inefficient for the performance of ELM itself. ELM 

has to generate a great number of hidden neurons to achieve great performance too.  

In this paper we modify basic ELM method to find the best number of hidden neurons automatically 

by defining the minimum hidden neurons Nmin and maximum hidden neurons 𝑁𝑚𝑎𝑥  that can be 

incrementally updated based on the interval values 𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙, the idea was adapted and modified from  

self-adaptive extreme learning machine [30], by removing some iteration step that can takes more time to 

finish the process. The steps of the proposed ELM method can be represented in algorithm 1. By selecting the 

best hidden neurons through its accuracy result on ELM method, technically it will increase the performance 

of the method, we called it as an adaptive extreme learning machine (aELM). The adaptive state of hidden 

neurons is controlled by its minimum and maximum number of hidden neurons and will incrementally 

adjusted based on interval values until reach the maximum state. 

 

Algorithm 1. Adaptive ELM algorithm 

Result: Best hidden neuron number and its result accuracy 

Begin 

    Step 1: Initialize the minimum (𝑁𝑚𝑖𝑛), maximum (𝑁𝑚𝑎𝑥), and interval (𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙) of hidden neurons 

    Step 2: while hidden neuron is not equal to 𝑁𝑚𝑎𝑥  do 

        Perform the basic ELM method with number of hidden neurons = 𝑁𝑚𝑖𝑛 , 

        Evaluate the prediction results, 

        Update 𝑁𝑚𝑖𝑛 = 𝑁𝑚𝑖𝑛 + 𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙  

    Step 3: Select best hidden neuron number based on its accuracy. 

    Step 4: Output the best hidden neuron number and its result accuracy 

End 
 

 

3. RESULTS AND DISCUSSION 

In this section, the results and discussion are described. We compared the three features extraction 

which are GLCM, LBP, and FL. We used variation distance and angle on GLCM feature extraction, while on 

LBP we analyze about number of point and radius. Lastly, for the FL we use all the 68 points extracted from 

the images. We did not conduct the experiments of FL due to FL having no parameters that would affect the 

recognition result. In this research we used our proposed ELM method to classify basic emotions like anger, 

contempt, disgust, fear, happiness, neutral, sadness, and surprise on the datasets mentioned before and also 

compare the recognition rate with the basic ELM methods. Before we continue to the results of the 

comparison for the two feature extraction methods (LBP and GLCM), first, we evaluate the best parameters 

used by each feature extraction methods. Next, the evaluation steps are conducted to measure the 

performance of the basic ELM method compared to our proposed method. 

 

3.1.  Experiments on GLCM parameters 

GLCM parameters which are distance and angle parameters using several variations of pair 

parameters as: search distance (𝑑)={1, 3, 5, 8, 10}, angles (𝜃)={0°, 45°, 90°, 135°}, 𝐺𝐿𝐶𝑀 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠 =
 {𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡, 𝐴𝑆𝑀, 𝐸𝑛𝑒𝑟𝑔𝑦, 𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦, 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛, 𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦}. To evaluate the best accuracy and 

select the best pairs of GLCM parameters we used the basic ELM method with number of hidden neurons of 

12 neurons and the activation function used sigmoid activation function. The results of the best GLCM 

parameters can be seen in Figure 3(a). The best GLCM score is about 51.16% where distance 𝑑 = {1, 5}, and 

angles 𝜃 = {0°;  45°;  90°} on JAFFE dataset. Meanwhile, on CK+ dataset the best parameters can be seen in 

Figure 3(b). The GLCM achieved 54.19% with 𝑑 = 1 and angles 𝜃 = 90°. 
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(a) (b) 

 

Figure 3. Experiments on GLCM feature extraction parameters for (a) JAFFE dataset and (b) CK+ dataset 

 

 

3.2.  Experiments on LBP parameters 

Evaluation of the LBP parameters is needed to find the best parameters before we tested in our 

proposed method. LBP has two parameters that can affect the classification results which are number of 

points and radius. The values of the number of points and radius used in this paper are as: number of 

points={8, 12, 16, 24, 32}, radius={1, 2, 4, 6, 8}. The result for the best LBP parameters shows that the best 

LBP number of points is 12 and for the radius is 8 with the accuracy score of those combinations of the LBP 

parameters is about 41.86% using JAFFE dataset as shown in Figure 4(a). Meanwhile, on CK+ dataset  

LBP is able to achieve highest score at 51.9% with some pair combination of points and radius as seen in 

Figure 4(b). In this step, we choose the 12 number of points and 8 radius of LBP parameters to use in the next 

experiments.  

 

 

  
(a) (b) 

 

Figure 4. Experiments on LBP feature extraction parameters using (a) JAFFE dataset and (b) CK+ dataset 

 

 

3.3.  Experiments on basic ELM method 

In this paper, to compare the ELM method with our proposed ELM method, we use the best parameters 

of the feature extractions mentioned before, which are GLCM, LBP and FL. For the first experiments, we test 

both of our methods parameters such as number of hidden neurons and activation function to obtain 

maximum performance through the K-Fold cross validation. After that we obtained the evaluation metric 

which consists of F1 score, precision and recall score for the basic ELM methods itself. After we found the 

best hidden neurons and activation function by using the best parameters of GLCM, LBP and FL, then the 

best mean F1 score is used to compare the recognition results. Lastly, the best fold accuracy is used to show 

the confusion matrix of the final results. The basic ELM parameters setup to test the performance for each 

feature extractions mentioned before is as: number of hidden neurons={2, 4, 8, 12, 16, 20, 24, 32, 64, 120}, 

activation function={Sigmoid, Cosine, Hyperbolic Tangent, Linear}. Figure 5(a) shows that basic ELM 

method is tested using FL, LBP and GLCM feature extractions with its best parameters which tested before. 

The results of FL feature extraction are reaching the maximum mean accuracy about 68.07% with number of 

hidden neurons 32 when using the Sigmoid activation function, while the GLCM feature extractions 
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maximum mean accuracy score at 51.69% with 64 hidden neurons. Finally, LBP highest mean accuracy 

score is 31.36% with 64 hidden neurons using JAFFE dataset. On the other hand, using CK+ dataset all 

feature of FL method can reached recognition rate of 86.23% with 120 hidden neurons, LBP achieved 

51.37% recognition rate with 20 hidden neurons and GLCM is reached recognition rate of 52.3% with 16 

hidden neurons as shown in Figure 5(b).  

 

 

  
 (a) (b) 

 

Figure 5. Experiments on ELM number of hidden neurons using (a) JAFFE dataset and (b) CK+ dataset 

 

 

After getting the best hidden neurons for both datasets, activation function is tested on basic ELM 

method by using number of hidden neurons obtained in previous step. Figure 6(a) shows that the best 

activation function for FL feature extraction is hyperbolic tangent and its maximum mean accuracy score is 

about 73.22%, and for LBP feature extraction the best activation function is cosine for 33.74% mean 

accuracy score, and best activation function for GLCM is on hyperbolic tangent for 54.54% mean accuracy 

score on JAFFE dataset. Meanwhile, on CK+ dataset the best activation function for FL feature extraction is 

hyperbolic tangent with 86.84% mean accuracy score, on LBP best mean accuracy score is when using 

hyperbolic tangent with 51.98%, and GLCM best activation function is on Sigmoid with 52.3% mean 

accuracy score as seen in Figure 6(b). 

 

 

  
(a) (b) 

 

Figure 6. Experiments on ELM activation function using (a) JAFFE dataset and (b) CK+ dataset 

 

 

3.4.  Experiments on adaptive ELM method 

Before we compare aELM and basic ELM, experiments should be carried out to find the best 

parameters on the aELM such as, the combination of 𝑁𝑚𝑖𝑛, 𝑁𝑚𝑎𝑥  and 𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 . The main purpose of doing 

some experiments on aELM parameters is to find the best combination of its parameters like described in 

Table 1. If the values of 𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙  is too large the chance of finding the best performance may decrease. On 

the other hand, if the value is too small, the time computation may be increased. aELM parameters are tested 

by using best parameters of FL, LBP, and GLCM similar to experiments performed in the basic ELM.  

Figure 7(a) shows that the best pair hidden neurons parameters for our proposed method with default 

Sigmoid activation function using FL feature extraction is 𝑁𝑚𝑖𝑛=2, 𝑁𝑚𝑎𝑥=100 and 𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙=2 for mean 

accuracy score 82.7%, for GLCM and LBP the aELM parameters are 𝑁𝑚𝑖𝑛=3, 𝑁𝑚𝑎𝑥=150 and 𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙=3 
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with mean accuracy score 63.85% for GLCM and 51.16% for LBP on JAFFE Dataset, respectively. 

Meanwhile, using CK+ dataset FL can reach about 88.98% recognition rate with 𝑁𝑚𝑖𝑛=10, 𝑁𝑚𝑎𝑥=300 and 

𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙=10. As shown in Figure 7(b), LBP and GLCM feature extraction able to reach recognition rate of 

54.59% with 𝑁𝑚𝑖𝑛=2, 𝑁𝑚𝑎𝑥=100 and 𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙=2, and recognition rate of 53.37% with 𝑁𝑚𝑖𝑛=3, 𝑁𝑚𝑎𝑥=150 

and 𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙=3, respectively. 

The activation function for our proposed method is also tested because the variety of hidden neurons 

will affect the performance of our proposed method in both datasets. Figure 8(a) shows that the best 

activation function for our proposed method on JAFFE dataset is cosine for all of the feature extraction. The 

mean accuracy for FL, LBP, and GLCM feature extraction are 83.59%, 45.99%, and 66.23%, respectively. 

For CK+ dataset the best activation function is sigmoid for all of the feature extraction. The mean accuracy for 

FL, LBP, and GLCM are 89.59%, 54.74%, and 53.36%, respectively. These results can be seen in Figure 8(b). 

 

 

Table 1. Adaptive ELM parameters 
𝑁𝑚𝑖𝑛 𝑁𝑚𝑎𝑥 𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 Parameters 

2 100 2 Sigmoid, Cosine, Hyperbolic Tangent, Linear 

3 150 3 Sigmoid, Cosine, Hyperbolic Tangent, Linear 

5 200 5 Sigmoid, Cosine, Hyperbolic Tangent, Linear 
10 300 10 Sigmoid, Cosine, Hyperbolic Tangent, Linear 

 

 

  
(a)  (b) 

 

Figure 7. Experiments on aELM number of hidden neurons using (a) JAFFE dataset and (b) CK+ dataset 

 
 

  
(a) (b) 

 

Figure 8. Experiments on aELM activation function using (a) JAFFE dataset and (b) CK+ dataset 

 

 

3.5.  Comparison results 

After getting all the best parameters for feature extraction, basic ELM, and aELM method, the final 

step is to run the results for every method's configuration using its best parameters from the experiments 

performed in previous step. The confusion matrix result is used to compare the recognition rate of both 

models. Final result described on Figure 9(a), where the FL extraction feature shows the best performance 

compared to the other extraction features LBP and GLCM. Facial landmark feature extraction can achieve a 

mean accuracy score of 71.75% on the JAFFE dataset using the basic ELM method. Meanwhile, using our 

proposed aELM method FL can achieve its best on 83.12%. Using LBP feature extraction, basic ELM can 

only get the mean accuracy score of 30.93%, while using our proposed aELM can slightly improve the 
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performance of LBP about 48.33%. As for GLCM feature extraction, our proposed method also outperforms the 

basic ELM. GLCM can achieve its best accuracy score in 69.01% compared with basic ELM method that can 

only be able to get 54.5% recognition rate. For CK+ dataset, FL feature extraction is way better than the other 

feature extraction too. Using FL feature extraction, it was able to achieve accuracy score of 88.07% while using 

our proposed method and can slightly increase all of feature extraction results as shown in Figure 9(b). 

 

 

  
(a) (b) 

 

Figure 9. Comparison results for FL, LBP and GLCM with basic ELM and aELM using both (a) JAFFE 

dataset and (b) CK+ dataset 

 

 

In this paper, we only show the confusion matrix of the best feature extraction and method used for 

both JAFFE and CK+ dataset. Confusion matrix result is obtained from the best K-Fold accuracy score of our 

experiments. Confusion matrix is shown in Figure 10(a) for JAFFE dataset and Figure 10(b) for CK+ dataset. 

There are some misclassified prediction labels by aELM method which is neutral, contempt, happy, and 

sadness. Misclassification class of data can happen due to unequal distribution between its majority and 

minority classes, which is called class imbalance. In CK+ dataset the distribution between class neutral, 

anger, contempt, disgust, fear, happy, sadness, and surprised is imbalanced. For example, in CK+ the 

majority class is neutral, where there are 327 images from a total of 654 images which is 50% of total 

images. Meanwhile, the minority class from CK+ is contempt, which only have 18 images total. This 

imbalance class problem in classifying object can dramatically skew the performance of classifiers [31]. As a 

result, our proposed aELM method cannot recognize some labels expression from CK+ datasets. Besides 

that, the confusion matrix result from JAFFE dataset with FL feature extraction can be seen on Figure 10(a), 

which is shown that aELM method sometimes fail to recognize happy, and surprised expression, we assume 

this problem is caused by the number of datasets is too small which can affect the learning process of 

classifier. Furthermore, the JAFFE dataset is also imbalanced, although the distribution between class is not 

extreme compared to CK+ dataset. 

 

 

  
(a) (b) 

 

Figure 10. Confusion matrix results comparison with aELM method with FL feature extraction using  

(a) JAFFE dataset and (b) CK+ dataset 
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Based on the experiment results, our method can perform better because the number of hidden 

neurons is automatically adjusted based on 𝑁𝑚𝑖𝑛, 𝑁𝑚𝑎𝑥  and 𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙  values, after all hidden neurons are 

being tested, then aELM will select its best accuracy score from the results and set as the output of aELM. 

Even the number of hidden neurons is adaptively selected, the aELM parameter itself is used to find best 

pairs of 𝑁𝑚𝑖𝑛, 𝑁𝑚𝑎𝑥 and 𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙  to determine the correct initial value so that it is expected that it does not 

affect the computation time that takes too long. Meanwhile, in terms of feature extraction, FL feature 

extraction is way better than GLCM and LBP in case of recognize expression from human face using ELM 

method in this paper. 

 

 

4. CONCLUSION 

In this paper, the comparison for different types of feature extraction methods in terms of 

recognizing human facial expression has been done using neural network algorithm, namely ELM. Feature 

extraction comparison has been done using FL, GLCM, and LBP, from the results discussed before shows 

that FL has outperformed the other feature extractions. Apart from comparing feature extraction, we also 

propose an aELM method. Our proposed method can slightly improve the performance of the basic ELM 

method itself. The result shows that aELM highest mean accuracy score is 88.07% on CK+ dataset, and 

83.12% on JAFFE dataset using FL feature extraction. Although aELM can improve the performance of 

basic ELM in general, there are some problems to solve in future, which is from the input weight that still 

randomly generated that also can affect the classification performance. Further research may consider to used 

Nguyen-Widrow method to minimize the randomness of the generated weight. 
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