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 Dysarthria is a motor speech impairment that reduces the intelligibility of 

speech. Observations indicate that for different types of dysarthria, the 

fundamental frequency, intensity, and speech rate of speech are distinct from 

those of unimpaired speakers. Therefore, the proposed enhancement 

technique modifies these parameters so that they fall in the range for 

unimpaired speakers. The fundamental frequency and speech rate of 

dysarthric speech are modified using the time domain pitch synchronous 

overlap and add (TD-PSOLA) algorithm. Then its intensity is modified 

using the fast Fourier transform (FFT) and inverse fast Fourier transform 

(IFFT)-based approach. This technique is applied to impaired speech 

samples of ten dysarthric speakers. After enhancement, the intelligibility of 

impaired and enhanced dysarthric speech is evaluated. The change in the 

intelligibility of impaired and enhanced dysarthric speech is evaluated using 

the rating scale and word count methods. The improvement in intelligibility 

is significant for speakers whose original intelligibility was poor. In contrast, 

the improvement in intelligibility was minimal for speakers whose 

intelligibility was already high. According to the rating scale method, for 

diverse speakers, the change in intelligibility ranges from 9% to 53%. 

Whereas, according to the word count method, this change in intelligibility 

ranges from 0% to 53%. 
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1. INTRODUCTION  

Dysarthria is a motor-speech disorder that arises because of neurological damage to the 

motor-speech system and is indicated by a debilitated articulation of phonemes [1], [2]. Dysarthria could 

occur for several reasons, such as brain damage, multiple sclerosis, or Parkinson’s disease [3]. Based on 

where the damaged speech muscles are located, dysarthria can be categorized as flaccid, spastic, hypokinetic, 

hyperkinetic, and ataxic [4], [5]. Dysarthric speech enhancers for individuals with dysarthria are a relatively 

untapped field of study. Dysarthric patients have trouble communicating freely with others in daily life and 

consequently suffer from low confidence levels. By emphasizing the articulation process, the speech therapist 

can improve the intelligibility of dysarthric speech. However, therapy treatment can only enhance dysarthric 

speech intelligibility to a limited extent and is time-consuming. Also, both the patient and the therapist need 

to devote time to the therapy treatment. Moreover, elderly patients have poor therapeutic responses [6]. 

Therefore, a method to improve the intelligibility of dysarthric speech must be investigated.  

https://creativecommons.org/licenses/by-sa/4.0/
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Speech parameters are divided into three categories: acoustic parameters of speech, articulatory 

parameters of speech, and auditory parameters of speech [7], [8]. Acoustic parameters comprise the 

fundamental frequency, formant frequency, and intensity of speech signals [7], [9]. It has been observed that 

the acoustic properties of dysarthric speech differ from those of unimpaired speakers. The normal range of 

the fundamental frequency for male speakers is 65 to 155 Hz; for female speakers, it is 165 to 255 Hz; and 

for children between the ages 6 and 18 years, it is 250 to 300 Hz or higher. The fundamental frequency is 

negatively related to the height and age of the child. That is, as children get older and taller, the fundamental 

frequency decreases. Furthermore, for children, it is higher for girls than for boys [7], [10]. However, the 

fundamental frequency of many dysarthric speakers is observed to be outside the normal range [11]. 

Additionally, in several cases, the intensity level of speech of dysarthric speakers was found to be higher than 

that of an unimpaired speaker [9], [12]. Similarly, the speech rate of many dysarthric speakers was affected 

compared to that of an unimpaired speaker [13], [14]. 

Some researchers have attempted to enhance the intelligibility of dysarthric speech. Prakash et al. 

[15] attempted to modify the durational attributes of dysarthric speech and tried to make it more similar to 

that of normal speech. However, the fundamental frequency and intensity were not considered in their 

research. Prema et al. [16] claimed to enhance the intelligibility of dysarthric speech. In this technique, 

speech samples from one male speaker were recorded and analyzed for enhancement purposes. The analysis 

was done with the Pratt tool. A vowel space manipulation approach was used for designing the algorithm. 

The formants of the impaired speech were also modified for enhancement. The shift in formant frequencies 

was measured and used to assess the change in intelligibility. However, only the formant shift was evaluated 

to determine the change in intelligibility. Other proven methodologies, such as subjective or objective 

intelligibility assessment methods, were not used. Also, this research was performed only on a single 

dysarthric speaker. Kain et al. [17] proposed an approach for enhancing the intelligibility of vowels of 

dysarthric speech. They attempted to modify the vowels of dysarthric speech and bring them closer to those 

of a normal speaker. Enhancement in the intelligibility of vowels from 48% to 54% was observed by them. 

However, the enhancement of the intelligibility of words or sentences was not the scope of this research. 

Further, Tolba and El_Torgoman [18] modified the first and second formant frequencies of dysarthric speech 

and tried to enhance the intelligibility of dysarthric speech. However, this study was focused on Arabic 

language speech. Sivanupandian and Jennifer [19] recently conducted a study to improve the intelligibility of 

dysarthric speech. The linear predictive coding (LPC) coefficient mapping and frequency warping of the LPC 

poles approach was applied to enhance the intelligibility of dysarthric speech. These researchers claimed 

nearly 35% to 45% enhancement in intelligibility. However, the details of the experiment, such as the total 

number of speakers on whom it was conducted and the method used to evaluate intelligibility, are left absent. 

Therefore, in this work, speech parameters such as the fundamental frequency, intensity, and speech 

rate have been modified to enhance the intelligibility of dysarthric speech. Using the Pratt tool, these parameters 

were evaluated for the dysarthric speech of every dysarthric speaker, and optimized scaling factors were 

selected for every speaker [20]. The time domain pitch synchronous overlap and add (TD-PSOLA) method, 

which is a time domain approach that suits more single-pitch signals, is then applied to scale the fundamental 

frequency and speech rate of the dysarthric speech signal [21], [22]. Later, a method based on the fast Fourier 

transform (FFT) and inverse fast Fourier transform (IFFT) was utilized to change the intensity of dysarthric 

speech. Following enhancement, subjective approaches, such as the rating scale method and the word count 

method, were used to evaluate the intelligibility of the speech. Based on the results of the rating scale and word 

count method, it was concluded that the intelligibility of dysarthric speech has increased. 

The outline of the remaining paper is as: the selection of parameters to be modified is detailed in 

section 2. The methodology employed for the modification of speech parameters is discussed in section 3. 

The intelligibility tests for impaired and enhanced dysarthric speech and their results are covered in section 4. 

Finally, the conclusion of the study is presented in section 5, and the future scope of this study is discussed in 

section 6. 

 

 

2. SELECTION OF PARAMETERS  

The preceding section describes the different types of speech parameters. From that, the articulatory 

parameters are associated with the speech production mechanism, which involves tongue movement, lip 

position, vocal cord movement, and vocal tract. Typically, therapists focus on these articulatory aspects to 

enhance the intelligibility of dysarthric speech [8]. Once the speech is produced and transmitted over the air, 

the associated parameters are referred to as acoustic parameters of speech [7], [9]. Acoustic parameters 

include fundamental frequency, the intensity of speech, speech rate, formant frequencies, and prolonged 

vowel duration. This study primarily focuses on the fundamental frequency, intensity, and speech rate of a 

dysarthric speaker. 
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In this study, the above-said parameters are evaluated for the database of ten dysarthric speakers. 

Six dysarthric speaker’s speech samples from a total of 10 speakers have been collected from the Ali Yavar 

Jung National Institute for The Hearing Handicapped (AYJNIHH), Mumbai, India, and the All India Institute 

of Physical Medicine and Rehabilitation (AIIPMR), Mumbai, India [11]. The dysarthric speech samples of 

the remaining four speakers have been collected from the database developed by the University of Illinois, 

Chicago [23]. Like the other databases, this database contains speech samples of the flaccid, hypokinetic, 

spastic, and ataxic kinds of dysarthria that have commonly used words and numerals [24]–[26]. A summary 

of the recorded database, including the speaker’s age, gender, type of dysarthria, and severity, is provided in 

Table 1. A software tool, ‘Audio recorder editor’, was used to record dysarthric speech samples. Throughout 

the recording sessions, the audio recorder editor was configured with a mono channel, 16 KHz sampling rate, 

and 16-bit resolution [11]. 
 

 

Table 1. Dysarthric speakers’ details 
Speaker Number Type of Dysarthria Age Gender Institute Original Intelligibility 

Speaker 1 Hypokinetic 65 Male AYJNIHH, Mumbai Low 
Speaker 2 Spastic 18 Male AYJNIHH, Mumbai Hospital, Mumbai Medium 
Speaker 3 Flaccid 50 Male AIIPMR, Mumbai Medium 
Speaker 4 Hypokinetic 78 Male AYJNIHH, Mumbai Hospital, Mumbai Medium 
Speaker 5 Ataxic 35 Male AIIPMR, Mumbai High 
Speaker 6 Hypokinetic 64 Male AYJNIHH, Mumbai High 
Speaker 7 Spastic 30 Female University of Illinois, Chicago Low 
Speaker 8 Spastic 21 Male University of Illinois, Chicago High 
Speaker 9 Ataxic 48 Male University of Illinois, Chicago Low 
Speaker 10 Spastic 35 Male University of Illinois, Chicago Medium 

 

 

The above parameters that need to be modified are analyzed for impaired and unimpaired speech. A 

well-known speech processing tool, the Pratt tool, is used to determine the fundamental frequency and intensity 

of impaired and unimpaired speech. The comparison of intended parameters for impaired and unimpaired 

speakers is presented in Table 2. In the table, although parameter values for two utterances are displayed, the 

final inference is drawn by comparing parameter values for a minimum of five phrases from each speaker. 
 

 

Table 2. Comparison of fundamental frequency and speech intensity for dysarthric and normal speakers 
Speaker Number Utterance Fundamental Frequency in Hz Intensity in dB Comment on Speech Rate 

Normal Impaired Normal Impaired 
Speaker 1 One 119 180 62.10 70.07 High 

Ten 111 169 63.34 67.10 High 
Speaker 2 One 119 196 62.10 47.38 Low 

Ten 111 178 63.34 52.71 Low 
Speaker 3 One 119 168 62.10 71.76 High 

Ten 111 169 63.34 77.00 High 
Speaker 4 One 119 183 62.10 81.97 High 

Ten 111 216 63.34 78.55 High 
Speaker 5 One 119 124 62.10 69.49 Normal 

Ten 111 130 63.34 73.89 Normal 
Speaker 6 One 119 124 62.10 79.07 Normal 

Ten 111 115 63.34 71.90 Normal 
Speaker 7 Copy 193 252 52.14 73.77 Low 

Backspace 222 285 52.12 69.72 Low 
Speaker 8 Copy 121 197 44.97 75.93 Low 

Backspace 117 156 61.88 73.10 Low 
Speaker 9 Copy 121 210 44.97 77.37 Low 

Backspace 117 159 48.84 76.52 Low 
Speaker 10 Copy 121 163 44.97 74.94 Low 

Backspace 117 136 48.84 78.27 Low 
 

 

From Table 2, it can be inferred that speakers 5, 6, and 10 have a fundamental frequency within the 

range of the fundamental frequency of unimpaired speakers. Table 2 also shows that the fundamental 

frequencies of the remaining seven speakers are higher than the fundamental frequency of the unimpaired 

speaker. All dysarthric speakers, except speaker 2, have a higher intensity than the unimpaired speakers. 

Furthermore, after listening to several utterances made by each speaker, it was noted that, except for speakers 

5 and 6, the rest of the speaker’s speech sounded slightly faster or slower. At the time of recording sessions, 

it was noted that many of these speakers talked loudly and became weary more quickly. As a result, they lose 

the ability to speak for a long time, which eventually deteriorates their speech intelligibility. 
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3. METHODOLOGY OF ENHANCEMENT 

According to Table 2, the fundamental frequency, speech rate, and intensity of dysarthric speech are 

different from those of unimpaired speech [27]. Therefore, by modifying these parameters, the intelligibility 

of dysarthric speech can be improved. Time and frequency domain techniques can be employed to modify 

fundamental frequency and speech rate. The TD-PSOLA algorithm is an example of a time-domain method. 

In contrast, the phase vocoder is an example of a frequency-domain method. The TD-PSOLA is effective for 

single-pitch signals, and its computational complexity is less than that of the phase vocoder. On the other 

side, speech is a single-pitch signal. In the future, this dysarthric speech enhancement technology is supposed 

to be used in real-time. Therefore, in this research, to reduce computational complexity, the TD-PSOLA 

technique is used. The flow of steps to be followed for selecting the optimal fundamental frequency, 

intensity, and speech rate scaling factor is provided in Figure 1. 

 

 

 
 

Figure 1. Flow diagram for selecting the suitable scaling factors 

 

 

3.1.  Methodology for modification of fundamental frequency and speech rate 

The flowchart of the TD-PSOLA technique to modify the fundamental frequency and speech rate of 

dysarthric speech is depicted in Figure 2. First, the speech signal that has to be improved is pre-processed 

using low pass filtering and center clipping. The fundamental frequencies for impaired speech are then 

computed. Later, based on scaling factors, the fundamental frequencies and speech rate are synthesized, and 

then a modified speech signal is produced as the system’s output. A detailed description of each block in 

Figure 2 is provided. 

 

3.1.1. Impaired speech 

The impaired dysarthric speech is provided as input to the system. In this system, the pre-recorded 

speech samples from the database are used as the input. These samples are available in WAVE format. 

Random inputs are provided to the system from each speaker, and then the system’s performance for those 

samples is analyzed. 

 

3.1.2. Low pass filter 

Accurate fundamental frequency identification is critical for subsequent processing in the TD-PSOLA. 

On the other hand, the speech signal has a large number of harmonic components. Generally, the fundamental 

frequency range is between 65 and 300 Hz. However, fundamental frequencies of 500 Hz are also reported in 

some instances. The speech signal has many harmonic components, and the fundamental frequency 

component is often not the strongest. Therefore, the low pass filter is essential to avoid the deterioration of 

fundamental frequency from harmonics. The accuracy of fundamental frequency calculation increases 

because of low pass filtering. In this case, the cut-off frequency of the low pass filter is set at 900 Hz. 
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Figure 2. Flowchart of the TD-PSOLA technique 

 

 

3.1.3. Center clipping 

This research uses the autocorrelation method to estimate the fundamental frequency. Due to the 

formant frequencies, this method may encounter noise issues. The center clipping method is applied to get 

over this problem. The center clipping is applied using (1) [7], [28], [29]. In (1), CL stands for clipping 

threshold, where its value is set to 30% of the maximum magnitude of the signal. 
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𝐶[𝑥(𝑛)] =  𝑥(𝑛) − 𝐶𝐿 𝑖𝑓 𝑥(𝑛) > 𝐶𝐿 𝑜𝑟 

𝐶[𝑥(𝑛)] =  0 𝑖𝑓  |𝑥(𝑛)| ≤ 𝐶𝐿 𝑜𝑟            

𝐶[𝑥(𝑛)] =  𝑥(𝑛) + 𝐶𝐿  𝑖𝑓  𝑥(𝑛) < −𝐶𝐿

} (1) 

 

3.1.4. Autocorrelation 

The fundamental frequency is estimated using this method. This method of autocorrelation is also 

utilized to make voice and non-voice decisions. The basic equation of the autocorrelation function is depicted 

in (2) [7], [29]. In this study, the autocorrelation of a signal is determined by first performing an FFT on the 

signal and then performing an IFFT on the result of the FFT. The equation to compute this is provided in (3) 

[7], [29], [30]. 

 

𝑟(𝜏) = ∑ 𝑋𝑖𝑋𝑖+𝜏
𝑊−𝜏
𝑖=1  (2) 

 

𝑟(𝑛) = 𝑖𝐹𝐹𝑇{|𝐹𝐹𝑇[𝑥(𝑘)]|2} (3) 

 

3.1.5. Fundamental frequency calculation 

The low pass filtered signal from the previous stage is divided into frames of size 30 milliseconds. 

First, the fundamental frequency of each frame is calculated using the autocorrelation method. Then, the 

median filter is applied to the fundamental frequency of each frame to get the fundamental frequency contour 

[7], [29], [30]. 

 

3.1.6. Search region dividing 

 The accuracy of fundamental frequency marking plays a crucial role in its scaling. The fundamental 

frequency contour of the previous step is divided into several small search regions. Then, for each search 

region, three fundamental frequency marks are calculated. The (4) is used to determine the search region in 

which tm denotes the global maxima location, T0 denotes the fundamental frequencies period, and f is a 

parameter to calculate the width of the search region. In this research, the value of f is set to 0.7 [29]. 

 

𝑆𝑅 = [𝑡𝑚 + 𝑓. 𝑇0; 𝑡𝑚 + (2 − 𝑓). 𝑇0] (4) 

 

3.1.7. Peak candidate selection and dynamic programming  

From each search region, eight fundamental frequency mark candidates are selected for the next 

stage. Finally, one of the eight potential fundamental frequency mark candidates from each search region is 

selected as the final fundamental frequency mark. In the above-said process, a dynamic programming method 

is applied. In dynamic programming, the two below-listed criteria are used to determine the final 

fundamental frequency mark candidate. 

a. Relative candidate height 

Out of eight different fundamental frequency marks, the fundamental frequency mark having 

maximum amplitude is considered under this criterion. The (5) is used to calculate this probability. In (5), h(j) 

is the amplitude of jth frame, whereas the hmin and the hmax are the jth frame’s minimum and maximum 

amplitudes [29]. 

 

𝑠(𝑗) = (
ℎ(𝑗)−ℎ𝑚𝑖𝑛

ℎ𝑚𝑎𝑥−ℎ𝑚𝑖𝑛
) ×  (5) 

 

b. Distance between two fundamental frequency mark candidates in two relative search regions 

In addition, it must ensure that the distance between two fundamental frequency marks in 

consecutive frames is not too low. The (6) is used to calculate this probability. In order to compute this 

probability, the transition likelihood is calculated using (5), in which T0 is the pitch period of the frame 

containing i and j; dij is the distance between i and j. The α from (5), β and γ from (6) are three adjustment 

parameters adapted for each speaker [29]. 

 

𝑡(𝑖, 𝑗) = (
1

1+ |𝑇0−𝑑𝑖𝑗|
) ×   (6) 

 

Dynamic programming is applied to get the optimal pitch mark that maximizes the likelihood P(k,j). 

Here, k infers to the current search region, j implies pitch mark candidate, logtk(i,j) is transition likelihood 

between pitch mark candidate i and j in region k−1. Finally, the maximum likelihood is obtained using (7) 

[29]. This fundamental frequency mark signal is then fed to the next stage. 
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 𝑃(𝑘, 𝑗) = max[𝑃(𝑘 − 1, 𝑖) + 𝑙𝑜𝑔𝑡𝑘(𝑖, 𝑗)] + log 𝑠𝑘 (𝑗) (7) 

 

3.1.8. Synthesis fundamental frequency mark calculations and Waveform mapping 

In this research, the synthesis fundamental frequency epochs are calculated using the analysis 

epochs. The accuracy of the epoch sequence is critical for the precision in fundamental frequency and speech 

rate modification [29], [31]. The waveform which is obtained from synthesized fundamental frequency marks 

is not smooth. As a result, it is necessary to smooth it out. Waveform mapping improves the smoothness of 

the synthesis waveform by employing a linear interpolation technique. 

 

3.1.9. Low band spectrum reconstruction 

The synthesis waveform is modified in the time domain. However, some of its frequency domain 

parameters are impacted, resulting in perceptual speech distortion. Low-band frequency reconstruction 

attempts to overcome this distortion [32]. After that, the overlap and add step is performed to obtain an 

enhanced speech signal [28]. The pre-recorded speech utterances of different dysarthric speakers are fed as 

input to the TD-PSOLA algorithm. The fundamental frequency for these utterances before and after applying 

the algorithm is provided in Table 3. 

 

 

Table 3. Fundamental frequency comparison before and after enhancement 
Speaker 
Number 

Utterance Fundamental  
Frequency Before 

Modification 

Fundamental Frequency 
Scaling Factor 

Fundamental Frequency After 
Modification 

Accuracy in 
Percentage 

Theoretical Practical 
Speaker 1 One 180 0.75 126 133 94.44 

Ten 169 0.75 135 126 93.33 
Speaker 2 One 196 0.95 186 180 96.77 

Ten 178 0.95 169 164 98.22 
Speaker 3 One 168 0.90 152 145 95.39 

Ten 169 0.90 152 147 96.71 
Speaker 4 One 183 0.90 164 162 98.78 

Ten 216 0.90 194 190 97.93 
Speaker 5 One 124 0.95 118 121 97.45 

Ten 130 0.95 124 132 93.54 
Speaker 6 One 124 0.80 99 104 99.04 

Ten 115 0.80 92 90 95.19 
Speaker 7 One 233 0.85 198 187 94.45 

Ten 285 0.85 242 243 99.58 
Speaker 8 Copy 171 0.90 154 156 98.70 

Backspace 150 0.90 135 140 96.29 
Speaker 9 Copy 210 0.75 155 161 99.61 

Backspace 219 0.75 164 168 97.56 
Speaker 10 Copy 163 0.85 138 132 95.65 

Backspace 155 0.85 132 138 95.45 
Average accuracy in percentage 96.70 

 

 

3.2.  Methodology for modification of speech intensity 

In Table 2, intelligibility was recognized as high for a few dysarthric speakers. However, during 

recording sessions, it was observed that they spoke loudly and hence felt fatigued more quickly. Furthermore, 

it can be inferred from Table 2 that, except for speakers 1 and 2, the intensity level of the dysarthric speaker 

is found to be higher than that of an unimpaired speaker. As a result of this intensive speaking, many 

speakers have trouble pronouncing the words after continuous loud speaking.  

Therefore, in this study, the speech intensity is adjusted after scaling the fundamental frequency and 

speech rate, and an FFT and IFFT-based technique is employed for this purpose [11]. Due to speech intensity 

scaling, the louder speakers are expected to speak with a softened voice, so their capacity to speak for a long 

time will rise. Then this softened speech can be amplified after fundamental frequency and speech rate 

modifications. The flow diagram for modifying speech intensity is shown in Figure 3. 

Different values of fundamental frequency and time scaling factors were used to test the accuracy  

of the TD-PSOLA method. The observed values of fundamental frequency before and after applying  

the TD-PSOLA algorithm are shown in Table 3. First, Table 3 provides the theoretical value of fundamental 

frequency and its scaling factor. Then, the fundamental frequency of the modified speech sample computed 

using the Pratt tool is provided. Finally, the accuracy of the TD-PSOLA algorithm for fundamental  

frequency modification is assessed by comparing the modified signal’s measured fundamental frequency to 

the modified signal’s theoretically calculated fundamental frequency. Then, by averaging this accuracy, it can 

be inferred that the TD-PSOLA algorithm’s accuracy for fundamental frequency modification is very high, 
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almost close to 97%. Also, after listening to the modified speech, significant positive changes in speech rate 

and intensity of the modified signal are observed. 

 

 

 
 

Figure 3. Intensity modification of speech signal 

 

 

4. INTELLIGIBILITY TEST 

Traditionally, speech intelligibility is defined as “the degree to which the speaker’s intended 

message is recovered by the listener” [33]. In other words, speech intelligibility measures the 

comprehensibility of speech in given circumstances [34], [35]. Speech intelligibility can be assessed with 

subjective as well as objective methods. The subjective approach is a conventional and extensively used 

technique for evaluating speech intelligibility. In the subjective technique, various listeners are provided with 

impaired dysarthric speech for the listening test. Based on the feedback or scores from the listeners, the 

intelligibility of the dysarthric speech is assessed. This method is a little time-consuming, but it is 

inexpensive. The rating scale and word count methods, both of which are subjective methodologies for 

measuring intelligibility, are utilized in this study to determine the intelligibility of enhanced dysarthric 

speech [36]–[38]. 

 

4.1.  Rating scale method 

The rating scale method is a scaling-based method in which listeners listen to the impaired and 

enhanced speech samples of speakers and, based on that, give a score for the intelligibility of speech [37]. 

Every listener repeats this intelligibility test for all ten dysarthric speakers. As per the literature, the 6-point 

scale is more sensitive than the 7-point scale [36]. Therefore, the 6-point scale is used in this research, and 

this 6-point intelligibility scale is provided in Table 4.  

 

 

Table 4. Speech intelligibility scale 
Intelligibility Rating Description 

5 Normal Speech 
4 Speech is understood without difficulty but sounds abnormal 
3 Speech is understood with a little effort. Repetitions needed occasionally 
2 Can be understood with attentiveness and effort by a listener, requires more than one repetitions 
1 Can be understood with effort if the context is known 
0 Cannot be understood even if the context is known 

 

 

After performing the above task, the average of every listener’s rating for each speaker’s impaired 

and enhanced speech is calculated individually. On this basis, the enhancement in intelligibility for each 

speaker is computed. This test was conducted with a total of 25 listeners. 

Figure 4 is a graphical representation of the results of this rating scale test. In Figure 4, the average 

rate scale value of impaired speech is represented by a bar filled with dot patterns and enhanced speech by a 

bar filled with slanted lines. Finally, for every speaker, the percentage change in intelligibility is shown with 

a bar filled with check patterns. The rating scale test method is simple to use and quick to complete. 

 

4.2.  Word count method 

A word count method is an alternative way to measure speech intelligibility [37]. In this research, a 

word count method also validates the results of the rating scale method. The rating scale method is universally 
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accepted. However, the word count method provided a more objective measure of intelligibility than the rating 

scale method [32]. This word count method is based on the total number of correctly recognized words from 

the set of impaired and enhanced dysarthric speech samples. In this test, every listener listens to the impaired 

speech sample and notes down the utterances they hear. Then, the listener listens to an enhanced speech 

sample of the same speaker and notes down the utterances they hear. For every listener, this process is 

repeated for all ten speakers. First, the number of correctly identified words from impaired and enhanced 

utterances is counted for each speaker and logged in the observation table. Then, the change in intelligibility 

for each speaker is calculated using the number of correctly recognized words from the impaired and enhanced 

speech sets. Following that, each speaker’s overall change in intelligibility is calculated by averaging the 

changes in intelligibility obtained from all 25 listeners. The result of the word count test is shown in Figure 5, 

in which the average change in intelligibility for each speaker is shown by a bar. 

 

 

 
 

Figure 4. Result of rating scale method 

 

 

 
 

Figure 5. Result of word count method 

 

5. CONCLUSION 

Following the study of the acoustic parameters of unimpaired and impaired dysarthric speech, it can 

be inferred that dysarthric speakers’ fundamental frequency, intensity, and speech rate differ from those of 

unimpaired speakers. In this research, an attempt to enhance the intelligibility of dysarthric speech is made by 

modifying these parameters. First, the fundamental frequency and intensity of dysarthric speech are modified 

using the TD-PSOLA algorithm. Then, the intensity of dysarthric speech is modified with FFT and IFFT-
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based approaches. The TD-PSOLA algorithm’s accuracy for modification of fundamental frequency is 

evaluated and observed to be 97%. The intelligibility modifications are then evaluated using subjective 

listening tests. The rating scale test and word count test were carried out for a total of 25 listeners. For ten 

dysarthric speakers, the change in intelligibility computed using the rating scale and word count tests are 

satisfactory. The change in intelligibility using the rating scale method ranges from 9% to 53%. Whereas for 

the word count test, this change in intelligibility ranges from 0% to 53%. It has been observed that the change 

in intelligibility is less in speakers whose original intelligibility is good. However, for speakers with poor 

intelligibility, in their case, the change in intelligibility is satisfactory. As a result, it can be inferred that by 

modifying the fundamental frequency, intensity, and speech rate, the intelligibility of dysarthric speech can 

be enhanced. 

 
 

6. FUTURE WORK 

In the future, real-time implementation of this method needs to be the focus. The processing time is 

the primary constraint for real-time systems. Therefore, processing time must be kept to a minimum during 

real-time implementation. In addition, after real-time implementation, the intelligibility assessment for 

impaired and enhanced speech also needs to be carried out. 
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