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 Anomaly detection is a significant research area in data science. Anomaly 

detection is used to find unusual points or uncommon events in data streams. 

It is gaining popularity not only in the business world but also in different of 
other fields, such as cyber security, fraud detection for financial systems, and 

healthcare. Detecting anomalies could be useful to find new knowledge in the 

data. This study aims to build an effective model to protect the data from these 

anomalies. We propose a new hyper ensemble machine learning method that 
combines the predictions from two methodologies the outcomes of isolation 

forest-k-means and random forest using a voting majority. Several available 

datasets, including KDD Cup-99, Credit Card, Wisconsin Prognosis Breast 

Cancer (WPBC), Forest Cover, and Pima, were used to evaluate the proposed 
method. The experimental results exhibit that our proposed model gives the 

highest realization in terms of receiver operating characteristic performance, 

accuracy, precision, and recall. Our approach is more efficient in detecting 

anomalies than other approaches. The highest accuracy rate achieved is 

99.9%, compared to accuracy without a voting method, which achieves 97%. 
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1. INTRODUCTION  

Data science is an important area of research that is represented by a collection of measurements and 

observations. It has been interpreted into a form that computers can handle. Data science controls how we 

measure, route, and record performance measures to streamline businesses and improve decision-making that 

aided in improving our quality of life. Data science is becoming increasingly important to organizations. One 

study predicts that by 2023, the global market for data science will reach $115 billion [1]. In areas of public 

interest like health-related research, fraud detection, financial market analysis, power consideration, ecological 

preservation, and others, data science is widely used. This study focuses on the difficulties with data analysis, 

specifically with data quality [1]. Data quality problems contain uncertainty troubles, noise that contains errors 

or outliers, inconsistencies that contain inconsistencies in symbols or names, and incompleteness that contains 

lost values. The idea of this study highlights the anomaly detection problem as one of the most critical 

challenges in the area of data management in data science. 

Finding anomalous points, uncommon events, irregular behaviors, or outliers in a data set is the 

process of anomaly detection. Significant differences exist between these anomalies and the rest of the data. 

Anomalies frequently indicate issues such as equipment failures, technical mistakes, structural flaws, bank 

frauds, intrusion attempts, or health issues [2]. Investigating anomalies helps you clarify the situation, rule out 

plausible causes, improve the quality of your data, and optimize datasets. A large range of practical issues can 

be solved with ease via data anomaly detection [2]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Anomaly detection techniques rely on machine learning methods. It can be used to learn the features 

of a system from observed data. These methods help to improve the progress of detection and enable the 

detection and classify anomalies in data sets effectively. In our previous research [3], we talked about this point 

in detail, explaining the most important points in each method. These methods include statistical, nearest 

neighbor, clustering, subspace, ensemble-based, and other approaches [3]. 

Most current anomaly detection methods are based on a model that gets the data and starts creating a 

profile of what a normal data point should look like. Then it identifies points that do not fit these criteria. Next, 

computing the anomaly score for every data point sample is possible to be anomalous or not. The distance and 

density of data points are the most common forms used. Many different methods, such as the local outlier factor 

(LOF) [4], histogram-based outlier score (HBOS) [5], and cluster-based local outlier factor (CBLOF) [6]. The 

disadvantage of these methods is that they try to find perfect normal data points instead of focusing on 

improving methods for anomalies. Finally, our previous research concludes that isolation forest executes better 

than most other outlier detection methods across different datasets, based on receiver operating characteristic 

(ROC) performance and precision [3]. In this research, we propose a hybrid ensemble model that combines the 

isolation forest and k-means (IForest-KMeans) method with the random forest classifier to detect the anomalies 

activities in the data. The fundamental contributions of this research are i) introducing comprehensive research 

of previous anomaly detection algorithms, ii) proposing an ensemble machine learning model for detecting 

anomalies is proposed, and iii) accomplishing a comparative study between our proposed model and the most 

recent ones. 

The following is a summary of the remainder of this study. The related work is summarized in  

Section 2. We present our proposed model in section 3. Section 4 provides experimental work. The results and 

discussion are presented in Section 5. Section 6 concludes with the conclusion and future work. 

 

 

2. RELATED WORK  

Different approaches were used to improve anomaly detection systems in the early years. The majority 

of previous research relies on supervised learning techniques, which required normal and abnormal labeled 

training data to train the models [7]–[9]. For supervised methods, different classification-based machine 

learning methods such as support vector machine [9], [10], naive Bayes [11], random forest [12], k-nearest 

neighbor [13], decision tree [14], as well as an anomaly or intrusion detection is carried out using ensemble 

learning techniques that incorporate multiple classifiers [15]. Some of the work also combined a variety of 

learning strategies [15]. For unsupervised learning [16]–[19], different machine learning techniques such as 

local outlier factor, HBOS, and CBLOF are employed.  

 Liu et al. [20] proposed a method for detecting anomalies based on a tree-structured named the 

isolation forest. IForest has many advantages compared with other machine learning approaches. It is 

independent of the distance calculation that is required by various distance–or density-based measures to 

identify anomalies. Moreover, it has a linear complexity over time and requires little memory [21]. IForest also 

could raise to handle high-dimensional issues in large datasets. These reasons make the isolation forest the best 

choice to be utilized for anomaly detection in big data scenarios.  

Gao et al. [22] compared three methods: density-based, classification-based, and isolation-based are 

contrasted. In addition, a modified strategy based on isolation forest is suggested. The fundamental concept is 

that the k-means method divides data points into various groups. Then, the anomaly scores of the data points 

are calculated in each group using the isolation forest approach. Experimental work shows that the improved 

approach is greater than the classification and density methods in detecting anomaly points. 

Feng et al. [23] integrated the support vector machine technique with the unsupervised self-organized 

ant colony network architecture and proposed combining support vectors with ant colony (CSVAC) model. It 

is used in network intrusion detection. Regardless of the performance of supervised learning techniques, they 

cannot be applied in various scenarios. For unsupervised learning methods, different clustering-based machine 

learning methods [23] have been used for anomaly detection, which can be partitioned into multiple classes, 

such as partitioning-based methods, distance-based methods, or density-based methods. However, these 

methods have various disadvantages. For instance, partitioning techniques are crucial to the cluster’s width and 

necessitate repeated testing to determine the ideal width [23]. In large datasets, this experiment iteration turns 

into a very time-consuming process.  

Laskar et al. [24] structured an intrusion detection system to maintain computer networks from 

cyberattacks. Proposed a novel unsupervised machine learning method that integrates the k-means algorithm 

with an isolation forest approach. Experimental results show that the proposed method is efficient in detecting 

anomalies in data anomalies. 

Our goal in this study is to identify anomalies in the data. We present a new model for anomaly 

detection in various applications by first providing an isolation forest, merging it with k-means [24], and then 
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employing a random forest classifier. On a different dataset in an industrial setting, we also assess our proposed 

model for the detection of anomalies. 

 

 

3. THE PROPOSED METHOD  

Traditional machine learning methods still have some problems. It only judges whether the sample is 

abnormal. It is hard to locate and define the threshold of outliers. For this problem, we proposed the following 

framework, as shown in Figure 1. Firstly, the isolation forest approach is applied to define the anomaly score 

of each point. These scores are saved as a new attribute in the data set and fed into the next stage. Secondly, 

the k-means model is adopted, which partitions the anomaly scores into K clusters. Meaningful class labels are 

assigned to each cluster. Third, the random forest classifier is applied to the data to predict the labels and then 

uses voting to determine the final predicted label as normal or abnormal.  

 

 

 
 

Figure 1. Proposed model framework 

 

 

3.1. Framework component 

3.1.1. Data preprocessing step 

The first step is data preprocessing, which is the main step in data analysis. To extract information 

from a dataset and transform it into a usable form. Datasets are deployed to manage in an intelligible format. 

In preprocessing, the dataset is split where 70% is training data, and 30% is testing data. 

 

3.1.2. Isolation forest method 

IForest is an unsupervised method used in detecting anomaly data points. A data point is isolated when 

it is separated from the other data points. It can isolate every data point sample in a dataset. Since the anomalies 

are few and different, they are isolated near the tree root. As depicted in Figure 2, the normal points are isolated 

at the deeper end of the tree. 

 

 

 
 

Figure 2. Anomalies (Xo) in the right panel are isolated faster than normal data (Xi) in the left panel 

 

 

For a specific set of training data points, the isolation forest approach builds a group of trees. The 

points in the dataset that have short average path lengths on these trees are anomalies. The number of isolated 

trees in the forest must first be determined in order to construct the isolation forest.  

The following steps are then used to create each isolation tree. 

1) From the training dataset, randomly sample 𝑛 instances. 

2) Choose a feature to split randomly. 
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3) Randomly select a split value from a constant distribution passing from the minimum value to the maximum 

value of the feature chosen in step 2. 

4) Steps 2 and 3 are reiterated sequentially until all 𝑛 instances from the random sample selected are isolated 

in the leaf nodes of the isolation tree. In this track, the anomalies will demand fewer random splits to be 

isolated in leaf nodes. This results in a shorter expected path length from the root node to the leaf node. 

5) Compute the anomaly value using (1) [16]. 

 

𝑐(𝑚) = { 
2𝐻(𝑚 − 1 ) −

2(𝑚−1)

𝑛
                𝑓𝑜𝑟 𝑚 > 2

                   1                                   𝑓𝑜 𝑟 𝑚 = 2 
                             0                                  𝑜𝑡ℎ𝑒𝑟 𝑤𝑖𝑠𝑒           

}    (1) 

 

In (1), 𝑛 is the testing data size, and 𝑚 is the size of the sample set. Both m and n can be of equal size 

when the same data set is used for training. H is the harmonic number and can be calculated by 𝐻(𝑖) = 𝑙𝑛(𝑖) +
𝛾 , where 𝛾 = 0.5772136649 (the Euler–Mascheroni constant [16]). As 𝑐(𝑚) is the average of ℎ(𝑥) given 𝑚, 

we can use this to normalize ℎ(𝑥). 

The anomaly scores of a data point 𝑥 can be defined with the (2) [16]. 

 

s = 2
−E(h(x))

c(m)  (2) 

 

𝐸(ℎ(𝑥)) is the average of ℎ(𝑥) from a set of 𝑖 trees. With this formula, we can conclude three points. 

− When 𝐸(ℎ(𝑥)) approaches 𝑐(𝑚), then 𝑠(𝑥; 𝑚) = s = 2 
−c(m)

c(m)  c (m). Resulting in 𝑠 approaching 0.5. 

− when 𝐸(ℎ(𝑥)) approaches 0, meaning it is close to the root, it results in 𝑠 approaching 1. 

− When 𝐸(ℎ(𝑥)) approaches 𝑚 − 1, the end of the tree, it results in s approaching with these previous three 

points in mind; we can infer the following three as well. 

If the data point has an anomaly score of 𝑠 close to 1, it is very likely to be an anomaly. If the data 

point has an anomaly score of 𝑠 smaller than 0.5, it is very likely to be an inlier. If all the data points return an 

anomaly score of around 0.5, then it is very likely that it is normal. After applying the isolation forest and 

determining the anomaly score for each point, the anomaly score is added to the dataset as a new attribute.  

k-means clustering is adapted to the new data to determine the normal and abnormal points.  

 

3.1.3. k-means clustering algorithm 

k-means is a well-known unsupervised learning method used to solve clustering problems. The 

technique uses a simple strategy to categorize a dataset into a predetermined number of clusters. First, every 

point should be placed in the cluster whose mean has the smallest squared Euclidean distance. Next, new means 

(centroids) of the observations in the new clusters are updated and calculated [23]. 

The output of IForest (anomaly score) is fed to a k-means algorithm as the second layer. This classifies 

the results from the forest into clusters of normal/anomaly classes. The k-means method aims to cluster n data 

points into K groups so that each data point can only belong to one of them. In k-means, k has a predetermined 

value. The technique attempts to divide the data points into k distinct clusters with the goal of maintaining the 

most comparable data points in the same cluster while also making sure the spacing between the data points in 

various clusters is as much as possible. The following is how k-means operates: i) firstly, 𝑘 data points are 

chosen at random. Then each data point is then assigned to one of the k clusters so that each cluster only 

includes one data point; ii) for each cluster, the arithmetic mean (also known as the cluster’s centroid) of each 

cluster’s data points is determined; iii) fubsequently, the squared distance between each data point and the 

cluster centroids is calculated. Each data point is assigned to the closest cluster based on the value of the 

determined distance. When the total squared distance between the data points and the cluster’s centroid reaches 

the lowest; iv) steps 2-4 are repeated until the centroids do not change. 

 

3.1.4. Random forest classifier 

Random forest [25] is a supervised machine learning method that was proposed by Breiman in 2001. 

It is difficult to overfit and effective at reducing noise. Additionally, it is simple to implement, performs quickly 

during training, and does not affect abnormal points. It has been extensively utilized in a wide range of fields 

for classification and regression tasks due to its superior performance in addition to its straightforward 

structure. From the original data, a random forest uses a random sampling method to create multiple sub-

training sets and test sets. The working mechanism of the random forest classifier is as follows: i) randomly 

choose k features from a total of m features, ii) determine the node using the best split point among 𝑘 features, 

iii) divide the node into daughter nodes using the best split, iv) repeat steps 1 through 3 until the desired number 

of nodes is reached, and v) create a forest by re-performing steps 1 through 4 n times to produce n trees.  
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The advantages and disadvantages of each method utilized in the proposed framework model are presented in 

Table 1. 

 

 

Table 1. Advantages and disadvantages of the used methods 
Algorithm Type Advantages Disadvantage 

Isolation Forest Unsupervised 1. It is not based on any distance density or model. 

2. Low CPU time and memory consumption. 

3. Efficient in anomaly detection. 

1. No clear threshold for decision 

2. Parameters and t should depend on 

dataset dimensions and size. 

k-Means Unsupervised 1. Easy to understand and change 

2. Low time complexity 

3. Capable of handling a huge dataset 

1. Critical to the centroid initialization 

2. Critical to outliers datapoints 

3. Only detect spherical shape cluster 

4. Only work with numerical data 

Random Forest 

Classifier 

Supervised 1. It produces highly accurate predictions. 

2. Over fitting can be avoided with a large amount of data. 

1. Complexity while computing large 

memory size is needed. 

 

 

3.1.5. Voting ensembles 

A voting ensemble is also called majority voting. It is an ensemble machine learning model that 

incorporates the results of various other models to produce predictions. In comparison to using just one model 

in the ensemble, the majority voting strategy improves model performance. It is utilized for regression or 

classification. Calculating the average of the model’s predictions is the process of regression. The label with 

the most votes is projected for classification once the predictions for each label have been added up. Hard 

voting and soft voting are the two strategies for predicting the classification of the majority of votes. 

In a hard vote, the predictions for each class label are added together, and the class label with the 

highest votes is predicted. Soft voting includes estimating the class label with the highest probability by adding 

the anticipated probabilities for each class label. When you have two or more models that excel at predictive 

modeling tasks, you should use a voting ensemble. Most of the predictions made by the ensemble of models 

must be accurate. We used the hard classification voting ensemble in our model. When the voting ensemble’s 

models can forecast class labels, that is when it is more appropriate. It is not guaranteed that the voting ensemble 

will perform better than any individual model included in the ensemble.  

In majority voting, various methods produce predictions for each instance in the testing data. The 

prediction that receives the most votes and more than half of the votes is the one that is chosen as the correct 

answer for each occurrence. The proposed model uses the majority voting method. The majority vote-based 

ensemble classifier method increases the accuracy by combining the advantages of each individual approach. 

The proposed model’s pseudocode is shown in Figure 3 which combines the predictions from two 

methodologies the outcomes of IForest-KMeans [24] and random forest using a voting majority. 
 
 

 
 

Figure 3. Algorithm for proposed hyper ensemble model 
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4. EXPERIMENTAL WORK 

4.1. Datasets and parameter setting 

To evaluate the effectiveness of our model, five test datasets are used, which are KDD Cup-99, Credit 

Card, Wisconsin Prognosis Breast Cancer (WPBC), Forest Cover, and Pima. These datasets are different scales, 

dimensions, and fields described in Table 2. The data sets used to come from a bigger data set: in “KDDCUP99”, 

from the UCI machine learning repository [9]. The KDD Cup-99 is also used for network intrusion detection 

systems. The WPBC dataset records data on breast cancer cases. The Credit Card was a European–holding 

transaction. Forest Cover includes information on tree species, shadow coverage, distance to nearby landmarks 

(roads, etcetera), soil type, and terrain of the area, and Pima, which describes the medical records. We chose 

these datasets because they have been frequently used in recent years to test various anomaly detection 

techniques. 

 

 

Table 2. Experimental datasets 
Dataset name Number of records Number of attributes Anomaly rate 

KDD Cup-99 703067 4 0.5% 

Credit Card 284807 28 0.2% 

WPBC 683 9 2.72% 

Forest Cover 286048 10 0.9% 

Pima 768 8 35% 

 

 

The experiment was executed using a laptop with an Intel Core™ i7-7700HQ CPU running at  

2.80 GHz, 16 GB of memory, and a 64-bit operating system. The operating system is Windows 10 Professional. 

The python programming language was used to create the code. In the preprocessing phase, the dataset is split 

into 70% training data and 30% as testing data. 

 

4.2. Evaluation metric 

A key component of creating a powerful machine learning model is model evaluation. A common 

metric is utilized to calculate the performance of the proposed system in order to assess it. The following 

metrics are used. 

 

4.2.1. ROC curve  

The ROC curve is a popular performance evaluation tool. It is plotted against the false positive rate 

(FPR) with the true positive rate (TPR), where FPR is on the x-axis, and TPR is on the y-axis [18]. TPR is 

defined as in (3), and FPR is defined as in (4) [18]. 
 

TPR =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

FPR =
𝐹𝑃

𝐹𝑃+𝑇𝑁
 (4)  

 

4.2.2. Accuracy 

It represents how accurately an anomaly detection system works by measuring the percentage of normal 

and anomaly samples that are identified correctly. How the accuracy metric is computed is described in (5). 
 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (5) 

 

4.2.3. Recall (true positive rate) 

It displays the percentage of positive data points that are actually interpreted positively when 

compared to all positive data points. This metric is shown in (6). So, it clarifies the percentage of correctly 

classified anomaly points with respect to all anomaly points. 
 

Recall =
TP

TP+FN
  (6) 

 

4.2.4. Precision (positive predicted value) 

It represents the percentage of relevant samples that are identified in the prediction, as shown in (7). 

Thus, it reflects how many anomaly points are actually anomalies from the ones that are classified as an anomaly. 
 

precision =
TP

TP+FP
  (7) 
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5. RESULTS AND DISCUSSION 

As shown in Figures 4(a) to 4(e), we investigate the effectiveness of using the area under the ROC 

curve (AUC) for our proposed method (ensemble method) and the other employed methods isolation forest 

and IForest-KMeans respectively. We evaluate them on five different data sets. A good test result should be 

one in which the curve is closer to the upper left corner. It is evident from Figure 4 that the AUC for the 

proposed ensemble model ROC curve is higher than that for the isolation forest ROC curve and IForest-

KMeans ROC curve in various datasets. Therefore, we can say that the proposed ensemble model did a better 

result in detecting anomalies in the dataset. 

 

 

  
(a) (b) 

  

  
(c) (d)  

  

 
(e)  

 

Figure 4. Comparison of ROC and AUC of different models with different datasets; (a) KDDCUP99 dataset, 

(b) Credit Card dataset, (c) WPBC dataset, (d) Pima dataset, and (e) Forest Cover dataset 

Proposed Ensemble, AUC=0.94 

IForest-KMeans, AUC=0.86 

Isolation Forest, AUC=0.85 

Isolation Forest, AUC=0.64 

Isolation Forest, AUC=0.65 

Isolation Forest, AUC=0.88 

IForest-KMeans, AUC=0.94 

IForest-KMeans, AUC=0.62 

IForest-KMeans, AUC=0.90 

Proposed Ensemble, AUC=0.97 
Proposed Ensemble, AUC=0.94 

Proposed Ensemble, AUC=0.97 
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5.1.  Accuracy 

A comparison of the accuracy can be seen in Figure 5 between our proposed method (ensemble 

method) and the other employed methods isolation forest and IForest-KMeans respectively on each of the 

datasets (KDD Cup-99, Credit Card, WPBC, Forest Cover, and Pima). For the KDD Cup-99 dataset, it can be 

observed that the accuracy of isolation forest (95.22%), IForest-KMeans (97.47%), and proposed ensemble 

method (99.7%). For the Credit Card dataset, it can be observed that the accuracy of isolation forest (88.97%), 

IForest-KMeans (90.20%), and proposed ensemble method (97.54%). For the WPBC dataset, it can be 

observed that the accuracy of isolation forest (64.11%), IForest-KMeans (94.88%), and proposed ensemble 

method (97.07%). For the Forest Cover dataset, it can be observed that the accuracy of isolation forest 

(85.89%), IForest-KMeans (86.11%), and proposed ensemble method (94%). For the Pima dataset, it can be 

observed that the accuracy of isolation forest (65.70%), IForest-KMeans (62.18%), and proposed ensemble 

method (94.24%). Conforming to the comparison of the outcomes in various scale datasets, it is found that the 

accuracy of the proposed ensemble algorithm outperforms the isolation forest algorithm and the IForest-

KMeans in large and small data sets, which is increased by 2%~4% in the KDD Cup-99, 2%~7% in the Credit 

Card, 20%~3% in the WPBC, 2%~7% in the Forest Cover, and 2%~7% in the Pima respectively. 

 

 

 
 

Figure 5. Accuracy between our proposed model and existing approaches in different datasets 

 

 

5.3. Recall 

As shown in Figure 6 the recall of our proposed method (ensemble method) and the other employed 

methods isolation forest and IForest-KMeans respectively. By comparing each algorithm’s Recall values, it is 

evident that our proposed method performs well on the KDD Cup-99, Credit Card, Forest Cover, and Pima 

datasets, and represents a significant advancement compared to the isolation forest and IForest-KMeans 

algorithms. The performance on the WPBC dataset is a little worse than the original isolation forest algorithm 

and IForest-KMeans algorithm. Based on the comparison of the outcomes from various scale datasets, It has 

been discovered that the recall of the proposed ensemble algorithm is better than the isolation forest algorithm 

and better than the K-mean-isolation forest in large and small data sets, which is increased by 10%~4% in the 

KDD Cup-99, 7%~2% in the Credit Card, 8%~4% in the Forest Cover, 40%~20% in the Pima a respectively. 

 

 

 
 

Figure 6. Recall between our proposed model and existing approaches in different datasets 
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5.4.  Precision 

Figure 7 depicts the precision of our proposed method (ensemble method) and the other employed 

methods isolation forest and IForest-KMeans respectively on different scale datasets. It turns out that the 

precision of the proposed ensemble algorithm is better than the isolation forest algorithm and better than the 

KMeans-IForest in both large and small data sets, which is increased by 3%~1% in the KDD Cup-99 and 

1%~1% in the Credit Card, respectively. From 3% to 18% with WPBC, from 1%~1% in the Forest Cover and 

99 and 10%~20% in the Pima dataset. 

 

 

 
 

Figure 7. Comparison of our proposed model’s precision performance against that of existing methods across 

several datasets 

 

 

5.5.  Time execution 

It represents the amount of time in minutes taken required by a task to complete its execution. As 

shown in Table 3, it can be observed the time of our proposed method (ensemble method) and the other 

employed methods isolation forest and IForest-KMeans respectively on each of the datasets (KDD Cup-99, 

Credit Card, WPBC, Forest Cover, and Pima). For the KDD Cup-99 dataset, it can be observed that the time 

execution of isolation forest (0.8 m), IForest-KMeans (0.95 m), and proposed ensemble method (0.94 m). For 

the Credit Card dataset, it can be observed that the time execution of isolation forest (0.37 m), IForest-KMeans 

(0.81 m), and the proposed ensemble method (1.3 m). It can be seen from the WPBC dataset that the time 

execution of isolation forest (0.0026 m), IForest-KMeans (0.006 m), and proposed ensemble method (0.0032 

m). For the Forest Cover dataset, it can be observed that the time execution of isolation forest (0.26 m), IForest-

KMeans (0.63), and proposed ensemble method (0.37 m). For the Pima dataset, it can be observed that the time 

execution of isolation forest (0.0026), IForest-KMeans (0.0059), and proposed ensemble method (0.0036 m). 

The proposed algorithm’s execution time is evidently competitive with both KDD Cup-99, WPBC, Forest 

Cover, and Pima datasets. However, it consumes more time than the Credit Card dataset. Therefore, we 

conclude that the proposed ensemble method is more appropriate for small and medium-sized datasets. 

 

 

Table 3. Time execution between our proposed model and existing approaches for different datasets 
Datasets Isolation forest [24] IForest-KMeans [24] Proposed ensemble method 

KDD Cup-99 0.8 0.95 0.94 

Credit Card 0.37 0.81 1.3 

WPBC 0.0026 0.006 0.0032 

Forest Cover 0.26 0.63 0.37 

Pima 0.0026 0.0059 0.0036 

 

 

6. CONCLUSION AND FUTURE WORK  

In this research, we suggest a model that can detect anomalies in different types of datasets. First, we 

address the issues of the different techniques used, such as the isolation forest algorithm, k-means approach, 

and random forest classifier. Then we proposed an ensemble machine learning model by combining IForest- 

k-means with a random forest classifier using a voting majority. We compare our proposed method (ensemble 

method) and the other employed methods isolation forest and IForest-KMeans respectively on different scale 

datasets in terms of ROC, recall, precision, and time execution. Finally, our proposed model proved that it is 

efficient for the detection of anomalies in data in different applications. In the future, we will evaluate our 

proposed model in more use cases. We’ll attempt to assess the model in real-time data in a real environment. 

The proposed hybrid model combines three algorithms; it has a greater computing cost and is more 
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complicated. Therefore, by concentrating on the number of trees and clusters employed, the sensitivity of the 

cluster structure, and the clustering quality, we will also try to reduce its complexity. 
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