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 Round-robin (RR) is a process approach to sharing resources that requires 

each user to get a turn using them in an agreed order in cloud computing. It is 

suited for time-sharing systems since it automatically reduces the problem of 

priority inversion, which are low-priority tasks delayed. The time quantum is 

limited, and only a one-time quantum process is allowed in round-robin 

scheduling. The objective of this research is to improve the functionality of 

the current RR method for scheduling actions in the cloud by lowering the 

average waiting, turnaround, and response time. CloudAnalyst tool was used 

to enhance the RR technique by changing the parameter value in optimizing 

the high accuracy and low cost. The result presents the achieved overall min 

and max response times are 36.69 and 650.30 ms for running 300 min RR. 

The cost for the virtual machines (VMs) is identified from $0.5 to $3. The 

longer the time used, the higher the cost of the data transfer. This research is 

significant in improving communication and the quality of relationships 

within groups. 
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1. INTRODUCTION  

Task scheduling is one of the most important things to learn in a cloud computing environment. Due 

to the rising number of cloud users, service providers must priorities generating profitability while ensuring 

sufficient access to remote resources. The improved technique is used in task scheduling to match client tasks 

with relevant and accessible virtualized resources. Task scheduling algorithms are a collection of rules and 

regulations that are used to assign jobs to the appropriate resources like central processing unit (CPU), memory, 

and bandwidth to maximize performance and resource usage [1]. Scheduling is a fundamental feature in 

operating systems because almost all computer resources are scheduled before they are used [2]. 

It requires devoting resources and effort to specific processes or tasks to meet performance goals. 

Different processes on a computer with multi-programming compete for the CPU simultaneously. The round-

robin (RR) algorithm was developed primarily for time-sharing systems and is one of the most popular 

scheduling algorithms. It is one of the oldest, easiest, and most reasonable algorithms available. The processes 

in this algorithm share the CPU time by allocating a quantum time (QT) slice to each step in QT. It normally 

lasts between 10 and 100 milliseconds [3]. The tasks will be distributed among the virtual machines (VMs) in 

the RR method. The RR algorithm has been used in a variety of settings. It is used in CPU scheduling, as 

previously stated, to allocate CPU time among the processes. It is used in the cloud computing environment to 

boost system efficiency and user quality of service (QoS). It is the time interval between the start of a process 

https://creativecommons.org/licenses/by-sa/4.0/
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and its accomplishment [4]. The RR algorithm's efficiency is entirely dependent on quantum mechanics. 

Because of its simplicity and fairness, the RR algorithm is one of the most used scheduling algorithms. VM is 

an essential processing unit based on cloud computing. The unit in charge of controlling all VMs is known as 

the VM manager (VMM) [5]. Though, cloud storage has numerous issues, such as resource scheduling, load 

balancing, security, privacy, and QoS management. The RR algorithm's performance depends on the time 

quantum used. There have been many efforts to pick the best time quantum [6]. Due to low performance, real-

time operating systems apart from RR scheduling are infrequently employed in these algorithms [7]. 

Optimization of the RR scheduling method revealed its efficacy [8]. 

In cloud computing, the cloud infrastructure cannot handle the flow of information independently with 

the profusion of data, devices, and interactions [9]. Load balancing distributes all workloads across each node 

in a shared or mutual system to maximize resource utilization and reduce job response time. The most important 

aspect of cloud computing is scheduling, which includes workloads and workflow scheduling under the 

platform as a service model. The infrastructure as service task to VMs scheduling which machine is decided 

by the scheduler should go on which job or VMs [10]. Evaluating the energy required for communication 

between the devices participating in this process and the suggested method's appropriateness for handling 

optimization problems like VM placement is necessary [11]. Load balancing is a method of reassigning the 

entire load to the various nodes of a collaborative system to improve resource efficiency and the job's response 

time while avoiding a situation where specific nodes are overloaded and others are underloaded. A load-

balancing algorithm involved in identity ignores the system's previous state or behavior, relying instead on the 

system's neighboring behavior. This load can be measured in terms of CPU, memory use, sluggishness, or 

network load [12]. Load balancing's primary aim is to enhance device efficiency and functionality for today's 

QoS for the internet of things (IoT) services in communication and data transfer. It is used in cloud computing 

systems to provide successful alternative solutions in the event of a system failure and to ensure the best 

possible use of system components. Load balancing techniques are divided into two main models: static model 

and dynamic model. First is static load balancing: static load balancing occurs in a static environment where the 

output of algorithms is unaffected by the system's current state. As a result, user expectations do not change over 

time [13]. Second is dynamic load balancing: the system's state has a significant impact on balancing the efficiency 

of the algorithms. Since resources are versatile in a dynamic environment, algorithms efficiently perform load 

balancing [14]. 

Service broker techniques reduce user request latency and delegate user requests to the required data 

center. Only the VMs inside the data center of the cloud system communicate with the data center controller. 

Closest data center dynamically reconfigured routing, and performance-optimized routing is several well-

known strategies used in cloud environments [15]. The closest data center is one of the most straightforward 

techniques for simulating the cloud environment; it uses the generated index to store information about the 

available virtualized data centers and operates the nearest data center based on its latency for request execution 

[16]. The service broker uses the performance-optimized routing technique to calculate the performance of all 

the necessary attributes in the data centers. The request is then sent to the designated data center to achieve the 

best latency possible [17]. Configuring dynamic routing: the service broker oversees the cloud application's 

scalability. This strategy is an established scheme for service broker policy (SBP) that controls the number of 

VMs operating on every virtualized data center. The ability to monitor the number of VMs from the data center 

would provide the best system efficiency in processing time for requests, especially to maintain the QoS for 

IoT services [18].  

Cloud computing is Internet-based computing that offers a pool of customizable computing resources 

such as networks, storage, servers, applications, and services without requiring interaction with the service 

provider and with little administration effort [19]. The RR protocol's moving horizon estimation problem for a 

class of discrete time-delay systems. To avoid data collisions, communication between the sensor nodes and the 

remote state estimator is carried out over a shared network, with only one sensor node able to transmit data at any 

given time. The RR protocol organizes the transmission order of sensor nodes, with the selected node gaining 

network access modeled as a periodic function. The device model is reformulated into a linear system without delays 

due to lifting technology. The problem at hand aims to construct a moving horizon estimator that minimizes the 

estimation error. In matrix inequality, a proper condition is defined to ensure ultimate boundedness [16]. 

Two optimization problems are proposed within the existing theoretical framework to measure the 

corresponding estimator parameters according to two different performance requirements, such as the smallest 

ultimate bound and the fastest decay rate. Finally, simulation examples are given to demonstrate the utility of 

the estimator design scheme [20]. In interactive systems, an adjustable RR scheduling algorithm was proposed. 

Within the operating system, CPU scheduling is regarded as a fundamental task. A comparison of CPU 

scheduling algorithms has been suggested using scheduling parameters such as waiting time, context switches, 

and others. This paper presents a modified version of the RR algorithm as an attempt to combine the benefits 

of RR's low scheduling overhead with a preference for short processes to reduce average waiting time and the 

number of context changes in interactive (time-shared) systems. When the time slice defined by the RR policy 
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expires, a threshold is used to decide if the running phase will be interrupted or will continue to run until it is 

terminated. Compared to the RR algorithm, the suggested improvement reduces the average waiting time and 

the number of context switches [21]. 

The RR scheduling algorithm can perform better by selecting a suitable time quantum. The RR 

algorithm described in this study has a proficient time quantum that was calculated by taking into account the 

greatest possible difference between the differences of neighboring consecutive processes in the ready queue. 

The suggested method aims to improve system performance and RR results. In terms of testing and comparison, 

the algorithm performs better than the RR techniques mentioned in this work. The comparison to the mentioned 

techniques, it decreases the average turn-around time, average waiting time, number of context switches, and 

other CPU scheduling requirements [22]. The algorithm policy employed by a CPU to schedule running tasks 

affects the performance of an operating system (OS). This study compares four RR algorithms: Adaptive RR 

algorithm, best time quantum RR CPU scheduling, optimal RR scheduling using the Manhattan distance 

algorithm, and improved RR scheduling algorithm. Four performance indicators were used to compare these 

algorithms: the amount of context switching (NCS), average waiting time (AWT), average turnaround time 

(ATT), and average response time (ART) [23]. The simulation results show that both the adaptive RR and 

optimal RR scheduling using Manhattan distance algorithms are more effective to use because they report the 

lowest performance factor values [23]. 

A predictive modified RR scheduling algorithm for web server clusters. As dynamic content transforms 

conventional web environments, the need for high-performance web servers grows, resulting in the usage of 

cluster-based web servers. As a result, effective and equal load balancing of cluster web servers is a critical 

challenge, particularly with the emergence of dynamic content and database-driven applications on the internet, 

such as e-commerce and corporate databases. They propose a predictive modified RR load-balancing algorithm 

that applies the mythology of prediction to the load-balancing sector after stating the problem discussed in this 

paper and some preliminaries. They use simulation results to check the proposed load-balancing algorithm's 

effectiveness. In comparison to RR and modified RR scheduling, the algorithm dramatically reduces both the 

load range and load variance [24]. Cloud infrastructure, a modern computer system, allows users to get pooled 

resources when they need them to use them when they want. The distributing workload among computing 

system nodes is known as load balancing. This paper provided updated RR and modified Honeybee algorithms 

for load balancing based on honeybee and RR foraging behaviors (VM) to regulate load through virtual 

computers. Honeybees are jobs that have been removed from congested VMs. Tasks in VM queues are 

examined to determine their aims to achieve a fast response time and a minimal number of task migrations 

using the suggested protocol. The test results reveal a considerable improvement in QoS [25]. 

This work aimed to provide some recommended techniques and scheduling algorithms for resource 

allocation in cloud computing via data center virtualization. The article also intends to investigate the function 

of virtualization in successfully delivering resources based on customers' needs. Results indicated that these 

approaches demonstrate that each proposed technique and scheduling algorithm has a straightforward process 

for maximizing cloud data center resources. Using virtualization as a strategy, the researchers found that they 

could improve network speed while saving money by lowering the number of physical machines (PMs) in the 

data center. They also found that they could balance workloads, save energy, and actively distribute resources 

to meet the needs of their clients. According to our findings, the availability of VM resources and the time it 

takes to execute requests are the most important aspects to consider in any effective resource allocation method. 

As a consequence of our analysis of the recommended methodologies, we've discovered that request execution 

time and VM availability are critical factors that should be considered in any resource allocation strategy [26]. 

RR is a computer networking protocol that allows multiple hosts to communicate with each other. 

Related work includes the development of protocols such as transmission control protocol (TCP) and user 

datagram protocol (UDP). These protocols allow computers to communicate with each other and make it 

possible for websites to be accessed by different devices. RR is still used in many networks and is considered 

a standard in RR scheduling, the time quantum is limited, and no process gets more than a one-time quantum 

at once. If the time quantum is too big, the process reaction time may be too long for interactive environments. 

If the time quantum is too short, context switches occur too often, increasing overhead and reducing 

performance. In this paper, the original RR method was the modifications based on the basic RR regarding 

average waiting time and turnaround time. The suggested model improves the functionality of the current RR 

method for scheduling activities in the cloud by lowering the average waiting time, turnaround time, and 

response time. 

 

 

2. THE PROPOSED WORK 

The research technique utilized to gather and evaluate the data needed for this study is described in 

further detail in this section. A description of the study design comes first in this section, and a simulation of 
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the data collection process comes next. The task of providing QoS guarantees to users is difficult and causes 

errors process in the current cloud systems. To address this, we propose a method of cloud service analysis that 

uses an RR algorithm to automatically place tasks in an optimal manner that is aware of QoS requirements. 

This algorithm has the potential to improve the QoS for users by automatically considering their service-level 

agreements (SLAs) when placing tasks. In addition, the proposed method is scalable and can be used to analyze 

large cloud systems. In this paper, we use the RR algorithm to place tasks in an optimal manner so that they 

meet user demands for QoS. The algorithm first identifies a task optimal with the way the that highest takes 

priority such as QoS requirements. We show that the RR algorithm can improve the QoS for users by ensuring 

that tasks are placed in an order that best meets their QoS requirements. 

Figure 1 shows the suggested CPU scheduling calculation is based on a RR scheduling calculation 

modification. The proposed algorithm's stages are to maintain the procedures in the ready queue as they appear. 

Then, compute the CPU burst time for many processes. If the VM status is available and the process has the 

same burst, proceed. The next step is to assign the CPU for the duration of the first task in the ready queue. 

Expel the current process from the organized queue and place it at the end of the queue for future execution if 

the remaining burst duration is greater than the time quantum. Then select the following process in the ready 

queue and assign the CPU to it for the duration of the procedure. Repeat until the process queue is empty. 

Calculate the average waiting time and average turnaround time for each procedure. 

 

 

 
 

Figure 1. Flowchart for the proposed algorithm  

 

 

3. METHOD 

The methodology section presents the mathematical model to conduct the RR scheduling algorithm. 

Then, the simulation using CloudAnalyst is presented. Lastly, the parameter of the RR CloudAnalyst is derived, 

and the simulation map implemented in Malaysia from the CloudAnalyst is presented. 

 

3.1.  Mathematical formula round-robin scheduling algorithm 

The RR scheduling algorithm is a popular scheduling algorithm used by many operating systems. The 

algorithm works by assigning each process a time slice, or quantum, in which it is allowed to run. Once a 

process has used up its time slice, it is prevented and moved to the end of the queue. The process then waits its 

turn to run again. The key benefit of the RR algorithm is to ensure that each process has a fair chance to run. 
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This is important because it prevents processes from becoming overloaded and stressed out, which can lead to 

problems such as crashes or hardware failures. Additionally, the RR algorithm is relatively quick and easy to 

implement, so it can be used in a wide variety of situations. Let 𝑃1 , 𝑃2, . . . 𝑃𝑛, be n-processes ordered in a ready 

queue (to be referred to as RQ) according to the first come-first serve algorithm, with 𝐵𝑇𝑖; 𝑖 = 1,2,3, . . . , 𝑛, as 

their predicted CPU bursts for completion [27]. The average turnaround time for a method Pi can be determined 

by adding up the total time spent in RQ. 

 

𝑇𝑢𝑟𝑛𝑎𝑟𝑜𝑢𝑛𝑑 𝑇𝑖𝑚𝑒 𝑜𝑓 𝑃1 = 𝐵𝑇1 
𝑇𝑢𝑟𝑛𝑎𝑟𝑜𝑢𝑛𝑑 𝑇𝑖𝑚𝑒 𝑜𝑓 𝑃2 = 𝐵𝑇𝐼 + 𝐵𝑇2 

 

Also, 
 

𝑇𝑢𝑟𝑛𝑎𝑟𝑜𝑢𝑛𝑑 𝑇𝑖𝑚𝑒 𝑜𝑓 𝑃𝑖 = 𝐵𝑇𝐼 + 𝐵𝑇2 +  … … … +  𝐵𝑇𝑖  

 

Hence, (1) is obtained for Pi (TAT)/ 

 

Pi(TAT) = ∑ BTk - ATi
i
k=1   (1) 

 

Average turnaround time of a process Pi can be calculated with the help of (2). 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑇𝑢𝑟𝑛𝑎𝑟𝑜𝑢𝑛𝑑 𝑇𝑖𝑚𝑒 =  
∑ 𝑃𝑘(𝑇𝐴𝑇)𝑛

𝑘=1

𝑛
 (2) 

 

For total waiting time for a process, 𝑃𝑖 (Pi (TWT)) can be calculated by summing up the total time devoted to 

the process Pi in the RQ. 

 

𝑊𝑎𝑖𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒 𝑜𝑓 𝑃1 = 0 
𝑊𝑎𝑖𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒 𝑜𝑓 𝑃2 = 𝐵𝑇1 
𝑊𝑎𝑖𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒 𝑜𝑓 𝑃3 = 𝐵𝑇1 + 𝐵𝑇2 

 

Hence, in general for the i process, we have 

 

𝑊𝑎𝑖𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒 𝑜𝑓 𝑃𝑖 = 𝐵𝑇𝑖 − 1 + 𝐵𝑇𝑖 − 2 + ⋯ … …  𝐵𝑇1 

 

Hence, (3) is obtained for Pi (TWT). 

 

𝑃𝑖(TWT) = ∑ 𝐵𝑇𝑘 − AT𝑖
𝑖−1
𝑘=1  (3) 

 

Average waiting time of a process Pi can be calculated with the help of (4). 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑊𝑎𝑖𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒 =  
∑ 𝑃𝑘(𝑇𝑊𝑇)𝑛

𝑘=1

𝑛
 (4) 

 

For the priority scheduling algorithm, P1, P2, …, Pn, are n-processes arranged in first come-first serve 

in a temporary queue (referred to as TQ), with BTi and Pri; i=1, 2, 3, ..., n, as their predicted CPU burst time 

and process priority, respectively. With the aid of the ceiling function [], we were able to estimate the total 

number of context switches. The ceiling function maps a real number to the smallest integer that comes after 

it. Quantum time is still unchanged in the RR method, and processes join the queue with their CPU time 

requirements. The total number of cycles needed to complete a process is calculated by dividing the process's 

burst time by its quantum time [28].  

 

3.2.  Simulation in the CloudAnalyst 

CloudAnalyst is a cloud simulator program that developers use to simulate the best operational methods 

to improve the cloud service platform quality and decrease the total ownership cost (TOC). It also aids cloud 

service providers in the creation and development of their own virtualized data centers all over the world. Our 

proposed work introduces the CloudAnalyst Tool, which adds flexible parameter values and additional choices 

from the CloudSim toolbox for doing high-precision, low-cost simulations. The CloudAnalyst platform 

consists of numerous interdependent parts, including a data center controller, region presenter, cloud service 

broker, graphical user interface (GUI) platform, internet simulator, user database, and virtual machine load 

balancer. 
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One of the simplest uses of a service broker is using a routing strategy known as service proximity-

based routing. The proximity service broker maintains an index database of all data centers divided by 

geographic region. The internet looks up the destination data center controller in the service proximity service 

broker when it receives a request from a user. After obtaining the sender's location, the proximity service broker 

searches the internet characteristics for the proximity list for that area. This list sorts the other regions from 

lowest to highest network latency when computing network latency from the selected region. The proximity 

service broker chooses the first data center in the proximity list and the first data center in the proximity list 

located in the earliest or most distant location. One is randomly chosen if an area has more than one data center. 

The internet characteristics screen can set internet latency and bandwidth parameters. For these two groups, it 

provides two matrices. The output of the RR algorithm was examined using the CloudAnalyst simulation tool. 

The framework of CloudAnalyst has many features, including the ability to configure the position of the data 

center depending on your needs, the location of the user who develops the applications, and the ability to run 

several simulations by adjusting small parameters. We divided the world into five regions for the simulation 

testing, with different modeling for each area as shown in Table 1, suggesting that the number of users varies 

by location, suggesting that the number of users varies by location. The limitation of the simulation's software 

is that a world map is used to define the cloud nodes in measuring the distances between the 5-resource server 

connected to one main server. Thus, the country is like 0 – S. West Malaysia, 1 – S. East Malaysia, 2 – E. West 

Malaysia, 3 – N West Malaysia, 4 – Center of West Malaysia, and 5 – N. East Malaysia are used on the map. 
 

 

Table 1. Parameter of the RR CloudAnalyst 

 

 

After all the parameters have been set up to construct a simulation configuration, the user must return 

to the main screen and select “Run Simulation” from the control panel to run the simulation. The simulation 

will begin, and the percentage completion will be shown in the progress bar at the top of the simulation screen. 

An introductory animation will be shown on the simulation screen to illustrate which user bases are sending 

messages to which data centers as shown in Figure 2. 

 

 

 
 

Figure 2. The simulation map from the CloudAnalyst 

 

 

4. RESULT AND DISCUSSION 

Figure 3 represents the overall response time summary results between 60 to 300 min. The results show 

the overall for the 6 user bases using the RR algorithm. The graph in Figure 3 shows that the highest average 

for the overall response time summary is 293.82 ms at 300 min. The min and max overall response times are 

36.69 and 650.30 ms for 300 min. 

 

DC1 

UB1 

UB2 

UB3 

UB4 

UB5 UB6 

User base 

(UB) 
Region 

Requests per 

User per Hour 

Data Size per 

Request (bytes) 

Peak Hours 

Start (GMT) 

Peak Hours  

End (GMT) 

Avg Peak 

Users 

Avg Peak 

Users 

UB1 0 – S. West Malaysia 60 100 3 9 1000 100 

UB2 1 – S. East Malaysia 60 100 3 9 1000 100 

UB3 2 – E. West Malaysia 60 100 3 9 1000 100 

UB4 3 – N West Malaysia 60 100 3 9 1000 100 

UB5 4 – Center of West Malaysia 60 100 3 9 1000 100 
UB6 5 – N. East Malaysia 60 100 3 9 1000 100 
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Figure 4 shows the processing time between the data center processing time and data center request 

servicing times (DC1). The results show that both the data center processing time and data center request 

servicing times (DC1) have the same results for the speeds for processing time using 6 Userbase. The average 

processing time for both is 0.28 to 0.33 ms. The highest average processing time at the speed of 0.33 at 300 min. 

 

 

 
 

Figure 3. Analysis of response time for the RR 

 

 

 
 

Figure 4. Analysis of the processing time 

 

 

Considering the cost-effectiveness of the algorithm is an important part of any performance study, and 

therefore cost-benefit analysis is taken into account. Since the overall cost of each algorithm is the same, we 

can determine the total cost of data transfer as follows. 

 

𝑇𝑜𝑡𝑎𝑙 𝐶𝑜𝑠𝑡 = 𝑇𝑜𝑡𝑎𝑙 𝑉𝑀 𝑐𝑜𝑠𝑡 +  𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑐𝑜𝑠𝑡 

 

VM and data transmission costs for these three techniques are identical, hence a cost analysis cannot be used 

to differentiate between them. Figure 5 represents the cost of the data center for VMs. The VMs cost starts at 

$0.5 to $3. The results show that at the 300 min for $11.11, the cost for VMs has the highest rate among the 

others. The min-cost was 60 min is only $0.5. Figure 6 shows the data transfer cost for the data center for  

60 min to 300 min. The maximum rate for the data transfer cost is at time 300 min for $8.61. The minimum 

data transfer cost rate is $0.38 at a time of 60 min. 

Figure 7 shows the response time by the region for the 6 userbases region in the CloudAnalyst 

simulation. The average speeds for the response time by region are the highest at UB4 at 500.83 ms. The 

maximum response time shown is 650.30 ms at a time of 300 min for region UB4. The minimum average 

response time is 50.12 ms at region UB1 for the time at 300 min. 
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Figure 5. Analysis of the cost data center for VMs 

 

 

 
 

Figure 6. Analysis of data center transfer cost 

 

 

 
 

Figure 7. Analysis of response time by region 
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5. CONCLUSION  

Increased demand for cloud services worldwide necessitates research into efficient load-balancing 

methods so that providers can keep up with customer demands and the evolving nature of the cloud. In this 

paper, we discussed the performance of the load balancing technique of RR along with different service broker 

policies, which this analysis is best to support the implementation of IoT services on cloud or fog computing 

networks. Analysis of the response time and cost analysis has been presented to confirm that the RR algorithms 

used in controlling resources are beneficial to the QoS and the implementation of IoT services by using online 

resources. The RR algorithm will be improved in the future by devising a novel technique for time quantum 

calculation that mixes dynamic and fixed quantum values to increase the RR algorithm's performance. Average 

waiting time and turnaround can be improved by adding input parameters such as job sequencing with a 

deadline or comparing other algorithms for job scheduling to find the best one that fits your needs. 
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