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 Detection and classification have an essential role in the world of e-commerce 

applications. The recommendation method that is commonly used is based on 

information text attached to a product. This results in several recommendation 

errors caused by invalid text information. In this study, we propose the 

development of a fashion category (FC-YOLOv4) model in providing 

category recommendations to sellers based on fashion accessory images. The 

resulting model was then compared to YOLOv3 and YOLOv4 on mobile 

devices. The dataset we use is a collection of 13,689, which consists of five 

fashion categories and five accessories' categories. Accuracy and speed 

analysis were performed by looking at mean average precision (mAP) values, 

intersection over union (IoU), model size, loading time, average RAM usage, 

and maximum RAM usage. From the experimental results, an increase in 

mAP was obtained by 99.84% and an IoU of 88.49 when compared to 

YOLOv3 and YOLOv4. Based on these results, it can be seen that the models 

we propose can accurately identify fashion and accessories categories. The 

main advantage of this paper lies in i) providing a model with a high level of 

accuracy and ii) the experimental results presented on a smartphone. 
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1. INTRODUCTION 

Globally, the volume of online store sales is increasing significantly. Between 2018 and 2021, the 

transaction volume of online product sales will reach hundreds of billions of dollars [1], [2]. Fashion 

products rank number one among these online retail sales in all categories. Customer convenience is a major 

priority when it comes to online shopping; therefore, product recommendations are required so that 

consumers can simply filter information from a huge number of online stores and select the appropriate 

product. To get the right recommendation, the data entered by the seller must be accurate. Mistakes often 

occur when choosing a fashion product category that does not match the product image [3]. This will 

significantly impact customer satisfaction on several e-commerce platforms, such as Shopee. Therefore, it 

is necessary to increase the accuracy of category recommendations so that sellers can place their products 

in the correct category. 

Researchers’ interest in the problem of categorizing fashion and accessories is quite significant, 

especially in the field of computer vision. This can be seen from several previous studies that have been carried 

out. Many studies use clothing categories as their main features, such as fashion style recognition [4], clothes 

detection [5]–[8], job recognition [9], clothing recommendation [10], and clothing-based identification of 

people used in a video. In general, the clothing categorization method used in [11]–[13] is visual feature 

https://creativecommons.org/licenses/by-sa/4.0/
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extraction, in addition to [14] using histograms of oriented gradients (HOG) and color histograms from an 

image. After feature extraction is complete, classification is carried out by recognizing clothing patterns based 

on previous features. However, some of these studies have limited performance due to hand-crafted features 

(traditional). 

The deep convolutional network has made significant progress in recent years. Several applications 

of deep convolutional networks have achieved satisfactory performance in various fields, including object 

detection [15], [16] image classification [15], [17], [18], task recognition, and others [19]–[23]. Deep learning 

has the power to learn image representation automatically and effectively. Several deep learning methods 

utilize the deep convolutional neural network for the clothing category, which in parallel studies the feature 

representation and classification of clothing from an image.  

A deep learning architecture for apparel classification is suggested [24] with fewer clean  

label-to-noisy label ratios than millions of noisy labels. In 2017, a deep learning system with the capacity to 

transfer learning models from apparel image datasets from several sources, including retail and street websites, 

resulting in multilabel attribute identification, was introduced [25]. The fashion sub-categories and attributes 

prediction (FSCAP) deep learning model [3], [26] is proposed by combining YOLO and DeepSORT 

architectures for the detection and tracking of people, then faster-region-based convolutional neural networks 

(RCNN) architecture for subcategory classification, and Custom-EfficientNet-B3 architecture designed for 

attribute prediction proposed a new approach by adapting EfficientDet. This study aims to detect multi-clothing 

and fashion landmark estimation with fast and accurate detection results. Lee and Lin [27] proposed a two-

phase fashion clothing detection method named YOLOv4-TPD, with the detection target categories divided 

into jackets, tops, pants, skirts, and bags. Fashion category (FC-YOLOv4) was employed in our earlier study 

[28] to recognize multiclass fashion products in a semi-supervised labeled image. Based on a number of the 

conducted research, the use of fashion detection on smartphone devices has not been taken into consideration. 

The contributions of our study are that i) we added the number of datasets used in previous studies regarding 

FC-YOLOv4 [27], ii) we deploy FC-YOLOv4, YOLOv4, and YOLOv3 for mobile applications, iii) we use 

image datasets with various resolutions, sizes, and positions to train the FC-YOLOv4 model, and iv) we 

compared the deployment of FC-YOLOv4 with YOLOv4 and YOLOv3 in terms of detection speed and 

precision. 

Dataset image additions were made in the initial five categories (fashion products: pants, dress, 

hoodie, jacket, and skirt), then added five additional categories (accessories products: bracelet, earring, 

neckless, ring, and belt). This dataset was taken from Shopee and Google with various details. The model 

deployment uses the TensorFlow lite library to create a pre-trained object identification model compatible with 

Android devices. The model deployment was evaluated by comparing FC-YOLOv4 with YOLOv4 and 

YOLOv3, and some experiments are presented and discussed. 

 

 

2. METHOD 

2.1.  Images dataset collection and annotation 

The collection of datasets is based on several characteristics of fashion imagery and accessories found 

in e-commerce. A fashion image and accessories can consist of several categories depending on the point of 

view, the apparel that the model uses, and the purpose of the way the picture is taken. Some of the images 

obtained have characteristics such as folded, hung, and stacked clothes, rings resembling earrings, bracelets 

similar to necklaces, and several different image positions. In addition to these few things, background, partial 

occlusion, and light levels can affect the detection of fashion and category accessories. For earing, the picture 

is detached from the ear and used as the background, but neck and clothes serve as the background for the 

neckless. The bracelet, ring, and belt categories, with the wrist, fingers, and pants as backgrounds, respectively. 

Based on the characteristics of the existing image, we collected datasets from several online stores  

on the e-commerce platform related to fashion and accessories. Over the past few years, there have been  

a number of datasets relating to fashion and accessories [3], [4], [6], [15], [19], [20]. From some of these 

datasets, there is not much imagery related to the classification of fashion and accessories that are based on  

e-commerce platforms. Shopee Thailand’s e-commerce is becoming the main place for image capture based 

on research [28]. Shopee data scraper is used to perform image extraction from the Shopee web platform.  

In this study, we added five additional categories to the Shopee image dataset: bracelet, ring, necklace, 

and earrings. We focused on these classes in order to better identify the tiniest objects. Various images of 

fashion products and accessories were collected from seller stalls on the Shopee web platform  

Figure 1. In addition, we also collect imagery from the Google Image web platform based on ten categories. 

The approaches of image data augmentation (brightening, rotation, and mosaic) were utilized to obtain a greater 

variety of images and improved model precision. Brightening is performed to train the model on objects with 

varying levels of brightness. The mosaic technique is used to integrate four distinct photos into a single 
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photograph so that the model can recognize tiny things, while the rotation technique is used to improve the 

illumination of the object pattern during the final step of augmentation. Table 1 displays the number of 

photographs in each category as well as the augmented images. 

The collected images are then sorted and annotated in the PASCAL VOC format manually using 

LabelImg. The format is readable by YOLO, an XML file containing information about the class, coordinates, 

height, and width of the bounding boxes. These two sets of images were then made into one Shopee Thailand 

image dataset [28] which was published on the IEEE Data Port. 

 

 

     

     

   
 

Figure 1. Shopee image dataset 

 

 

Table 1. Distribution of new Shopee image dataset 
Categories Number of images 

Dress 699 
Belt 343 

Pants 741 

Bracelet 452 
Earrings 159 

Jacket 684 

Necklace 219 
Hoodie 1059 

Ring 483 

Skirt 933 
Brightening 4968 

Mosaic 1293 

Rotation 1656 
Total 13689 

 

 

2.2.  FC-YOLOv4 architecture and deployment 

YOLOv4 is the fundamental deep-learning algorithm employed in this study to create FC-YOLOv4. 

The three major components of YOLOv4 are the head, neck, and backbone. The backbone comprises a 

convolution layer, a normalization layer, and an activation function and is responsible for feature extraction. 

CSPDarknet53 [29] was utilized in this investigation to get a greater frame rate [30] than ResNet-50 [31], 

VGG16 [32], CSPREsNeXt50 [29], and EfficientNet [33]. In the neck section, spatial pyramid pooling (SPP) 

blocks [34] and PANet [35] are utilized in conjunction. The YOLOv4 single-stage object detector is utilized to 

produce predictions in the Head portion. Figure 2 depicts the overall network architecture of the proposed  

FC-YOLOv4 model. Additionally, the activation function portion was modified for improved detection 

precision. FC-YOLOv4 substitutes rectified linear unit (ReLU) with the Mish technique on the backbone in 

order to boost the network model's depth. The LeakyReLU activation function is still employed on the head 

and neck. As shown in (1) and (2) depict the calculation of the Mish and LeakyReLU activation functions. 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 13, No. 4, August 2023: 4347-4356 

4350 

𝑦𝑚𝑖𝑠ℎ = 𝑥 𝑡𝑎𝑛ℎ(𝑙𝑛(1 + 𝑒𝑥) (1) 

 

𝑦𝐿𝑒𝑎𝑘𝑦 𝑅𝑒𝑙𝑢 =  {
𝑥, 𝑖𝑓 𝑥 ≥ 0
𝝀𝑥, 𝑖𝑓 𝑥 < 0

 (2) 

 

 

 
 

Figure 2. FC-YOLOv4 network architecture 

 

 

2.3.  TensorFlow lite for real-time scenario 

In general, gathered datasets are annotated after collection. It is necessary to annotate images with 

labels or image markings so that machines can better learn and identify items [36]. The annotated data is then 

subjected to image augmentation and pre-processing in order to provide a greater range of training arrays. In 

addition, YOLOv3, YOLOv4, and FC-YOLOv4 were used to train the results of the augmentation and  

pre-processing. Each model must be trained for approximately 5 hours on Google Colab, which requires 20,000 

epochs (Tesla T4). 

The model built by these three approaches has a large weight size to be used in mobile apps; hence, 

the TensorFlow-Lite mobile library is employed. This library will drastically reduce the model’s weight, 

allowing it to be deployed into a mobile application. The converter and inverter are the two modules that make 

up TensorFlow-Lite. The converter serves as a performance optimization to maintain its efficiency, while the 

inverter serves as a model optimization when operating on a mobile device. YOLOv3 Lite, YOLOv4 Lite, and 

FC-YOLOv4 Lite are then incorporated into a mobile application and compared using seven parameters:  

i) normal model size, ii) lite model size, iii) application size, iv) loading time, v) accuracy, vi) speed, 

vii) average and maximum RAM usage. Experimental setup and procedure can be seen in Figure 3. In this 

study, mobile applications are deployed using Android Studio. 

 

2.4.  Evaluation metrics 

Several criteria, including precision (P), recall (R), F1 score, AP, mAP, and intersection over union 

(IoU), were utilized to compare the performance of the three models [37]. The accuracy of a set of object 

detection from the model is evaluated using mAP. The amount of overlap between the predicted bounding box 

and the underlying truth is measured using mAP, which ranges from 0 to 1, as opposed to IoU, which is 

employed while calculating mAP. As shown in (3) to (8), the mathematical representation of these has six 

measures.  

 

𝑃 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
  (3) 
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𝑅 =
𝑇𝑃

𝐹𝑁+𝑇𝑃
 (4) 

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2𝑃𝑅

𝑃+𝑅
 (5) 

 

𝐴𝑃 = ∫ 𝑝(𝑟)𝑑𝑟
1

0
 (6) 

 

𝑚𝐴𝑃 =
1

𝑁
∑ 𝐴𝑃𝑖

𝑁
𝑖=1  (7) 

 

𝐼𝑜𝑈 =
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑢𝑛𝑖𝑜𝑛
 (8) 

 

Nomenclature for evaluation metrics: 

P : precision is the level of accuracy between the user’s information request and the system’s response 

TP : true positive 

FP : false positive 

R : recall is the success rate of the system in retrieving information 

FN : false negative 

p(r) : plotting precision 

 

 

 
 

Figure 3. Experimental setup and procedure 

 

 

3. RESULTS AND DISCUSSION  

This section compares FC-YOLOv4 with YOLOv4 and YOLOv3 to evaluate its performance. Instead 

of YOLOv3 and YOLOv4, CSPDarknet53 is utilized as the backbone with an input image size of 416×416 

pixels. In each iteration of the 16,000 and 18,000 training steps, the value 64 is used for the batch size. The 

number of classes multiplied by ten times 2,000 results in a maximum batch size of 20,000. 

 

3.1.  Evaluation of the FC-YOLOv4 model with traditional YOLOv4 and YOLOv3 models 

Comparative tests between the suggested model and the conventional model are undertaken to 

evaluate the performance of the proposed system. Afterward, the proposed FC-YOLOv4 was compared to 

YOLOv3 and YOLOv4. On the dataset created as described in section 2.1, 20,000 epochs were utilized for 

training. The above-mentioned metrics (i.e., AP of each class, P, and R) are collected and accumulated at the 

conclusion of 20,000 epochs, and the outcomes are displayed in Table 2. In each class, the YOLOv3, YOLOv4, 

and FC-YOLOv4 models are compared using a summary of the results. It was observed that after 20,000 

epochs, FC-YOLOv4's mAP% was better than YOLOv4 and YOLOv3. As seen in Table 3, the FC-YOLOv4 

model yielded superior results for every statistic. In the validation set, the FC-YOLOv4 model attained the 

highest mAP percentage of 99.84%. Compared to the intended model, YOLOv3 reached 93.74%, and YOLOv4 

achieved 99.81%, with margins of 6.1% and 0.3%. The P and R values for YOLOv3 were 0.96 and 0.74, while 

YOLOv4 and FC-YOLOv4 had ratings of 0.99 and 0.99, respectively. Therefore, FC-YOLOv4 and YOLOv4 

performed better than YOLOv3 by 3.03% for P and by 25.25% for R. F1 scores were determined as 0.83 for 

YOLOv3, 0.99 for YOLOv4, and 0.99 for FC-YOLOv4. FC-YOLOv4 and YOLOv4, therefore, performed 

16.16% better than YOLOv3. FC-YOLOv4 is also superior to YOLOv4 and YOLOv3 by 12.49% and 1.23%, 

respectively, in terms of IoU. 
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Table 2. Average precision for each category 
Model Iterations Classes AP (%) 

Pants Mid-length dress Hoodie Jacket Mid-length skirt Necklace Belt Ring Earing Bracelet 

YOLOv3 

20000 

96.80 89.84 92.59 92.97 88.61 98.26 96.83 93.64 92.01 95.82 

YOLOv4 99.97 99.96 99.62 99.99 99.71 100.00 99.89 99.67 99.79 99.47 

FC-YOLOv4 99.97 99.93 99.67 99.99 99.75 100.00 99.85 99.83 99.90 99.53 

 

 

Table 3. Evaluation matrices 
Model Iterations TP FP FN P R F1-score mAP (%) IoU (%) 

YOLOv3 

20000 

21649 902 7713 0.96 0.74 0.83 93.74 77.44 

YOLOv4 29116 259 246 0.99 0.99 0.99 99.81 87.40 
FC-YOLOv4 29093 179 269 0.99 0.99 0.99 99.84 88.49 

 

 

Figure 4(a) depicts the Recall comparison value in which YOLOv3 and YOLOv4 attain an accuracy 

value that is one less than that of FC-YOLOv4. Figure 4(a) can be used to establish that FC-YOLOv4 possesses 

a higher level of accuracy. Figure 4(b) also depicts the number of false positives in each category, where 

YOLOv3 has the greatest error rate, YOLOv4 has the second highest number of false positives after YOLOv3, 

and FC-YOLOv4 has the lowest error rate. As shown in Figures 5(a), (b), and (c), we represent several detection 

results where FC-YOLOv4 shows superiority in detecting single or multiple objects in one image. Figures 5(d), 

(e), and (f) represent the detection result of the YOLOv4 for accessory categories. The YOLOv3 model is 

unable to recognize the accessory categories depicted in Figures 5(g), (h), and (i). 

 

 

 
 

(a) 

 

 
(b) 

 

Figure 4. Evaluation criteria results (a) recall and (b) number of false positive evaluation 
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(a) (b) (c) 

   

   
(d) (e) (f) 

   

   
(g) (h) (i) 

 

Figure 5. Detection results of (a) earing FC-YOLOv4, (b) belt FC-YOLOv4, (c) multiple detection  

FC-YOLOv4, (d) earing YOLOv4, (e) belt YOLOv4, (f) multiple detection YOLOv4, (g) earing YOLOv3,  

(h) belt YOLOv3, and (i) multiple detection YOLOv3 

 

 

3.2.  Evaluation of the approach in mobile deployment 

The TensorFlow Lite technique modifies the configuration files and weights of YOLOv3, YOLOv4, 

and FC-YOLOv4 to produce models with lower memory footprints. Table 4 compares the parameter of each 

model. YOLOv3 has the smallest model size, YOLOv4 the second biggest, and FC-YOLOv4 the largest. On 

the basis of the regular and lite sizes of the three models, one may deduce that the average size has decreased 

by 50%. 

 

 

Table 4. Evaluation of mobile application deployment 
Parameters YOLOv3 Lite YOLOv4 Lite FC-YOLOv4 Lite 

Normal model size 235.1 MB 244.3 MB 302.4 MB 
Lite model size 117 MB 122 MB 151 MB 

Application size 138 MB 137 MB 168 MB 

Loading time 25.268 ms 31.865 ms 34.06 ms 
Average RAM usage 7.4 MB 7.2 MB 1.1 MB 

Maximum RAM usage 769 MB 1.3 GB 567 MB 

 

 

In this investigation, the smaller model will be loaded into memory more quickly. YOLOv3, with a 

model size of 117 MB, loaded in 25,268 milliseconds. YOLOv4, with a model size of 122 MB, loaded in 

31,865 milliseconds. And FC-YOLOv4, with a model size of 151 MB, has a loading time of 34.06 milliseconds. 

This may be due to the smaller network size of YOLOv3 and YOLOv4 relative to FC-YOLOv4, which enables 

YOLOv3, and YOLOv4 to learn quickly while FC-YOLOv4 learns precisely. 
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Object recognition and image processing are examples of computationally complex jobs that can 

result in a higher average RAM consumption. This subsection examines the RAM used in the object recognition 

algorithm to recognize numerous images. According to Table 2, YOLOv3, YOLOv4, and FC-YOLOv4 use an 

average of 7.4 MB, 7.2 MB, and 1.1 MB of RAM, respectively. Comparatively, the greatest RAM consumption 

is 769 MB, 1.3 GB, and 576 MB. Therefore, we may infer that FC-YOLOv4 performed the best. 

 

3.3.  Evaluation of the approach in a real scenario  

The final evaluation of this study compares the results of FC-YOLOv4 Lite detection on a mobile 

device to the Shopee web application. We collected some of the products with the wrong categories from the 

Shopee Thailand website. Figure 6(a) depicts one of the test results for a real-world scenario in which  

FC-YOLOv4 accurately recognizes the pants category while the Shopee recommendation system recognizes 

men’s and women’s clothing as shown in Figure 6(b). 

 

 

  
(a) (b) 

 

Figure 6. Real scenario comparison of (a) FC-YOLOv4 mobile application and (b) Shopee web application 

 

 

4. CONCLUSION  

This article uses the FC-YOLOv4 Lite algorithm to classify fashion products. FC-YOLOv4 is  

a single-stage detection approach that excels in terms of efficiency, precision, and model size as the primary 

concern. In this study, Google Colab was employed as a development and experimentation environment 

(training, validation, and testing). Five categories of fashion and five categories of accessories are 

represented in a Google and Shopee-collected image database. This study focuses not only on model building 

and testing but also on the deployment of mobile applications. In addition, the deployed model is evaluated 

by comparing it to the official Shopee website. The experimental findings demonstrate that the FC-YOLOv4 

single-stage object detection algorithm excels in numerous measures, including mAP, precision, recall,  

F1 score, model size, and RAM usage. 
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