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 The fast advancement of technology has prompted the creation of automated 

systems in a variety of sectors, including medicine. One application is an 

automated bone age evaluation from left-hand X-ray pictures, which assists 
radiologists and pediatricians in making decisions about the growth status of 

youngsters. However, one of the most difficult aspects of establishing an 

automated system is selecting the best approach for producing effective and 

dependable predictions, especially when working with large amounts of 
data. As part of this work, we investigate the use of the convolutional neural 

networks (CNNs) model to classify the age of the bone. The work’s dataset 

is based on the radiological society of North America (RSNA) dataset. To 

address this issue, we developed and tested deep learning architecture for 
autonomous bone assessment, we design a new deep convolution network 

(DCNN) model. The assessment measures that use in this work are accuracy, 

recall, precision, and F-score. The proposed model achieves 97% test 

accuracy for bone age classification. 
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1. INTRODUCTION  

The identification of bone aging is an important problem in the medical industry. Determining bone 

age is a standardized process in which doctors scan a child's hands to determine a child's skeletal maturity 

[1]. Due to the nature of bone growth, the test is only accurate between the ages of 0 and 19 years old [2], [3]. 

It is often used as an indicator of developmental problems in children compared to chronological age. It can 

also be used to determine the age when a birth certificate cannot be obtained [4]. Due to the discriminatory 

stage of ossification in the non-dominant hand, it is normally done by a radiological examination of the left 

hand., Following that, a comparison with chronological age is made: a disparity between the two figures is 

found to indicate abnormality [5], [6]. Left-hand radiograph analysis is widely used to assess bone maturity 

because of its ease of use, low radiation exposure, and availability of different ossification centers [7]. Due to 

the task's similarities to deep learning's normal object recognition and classification problems, bone age 

assessments have grown to be a prominent focus of the machine learning community [8]. 

Bone age assessment (BAA) can be performed according to Greulich and Pyle (GP) or according to 

Tanner-Whitehouse (TW2) [9]. Advances in machine learning, image processing, statistical learning, and 

many other domains have given rise to breakthrough technologies with new and novel solutions [10]. The 

machine learning community has paid close attention to medical imaging in particular, resulting in new 

approaches to old problems [11]. The emergence and spread of convolutional neural networks (CNNs), a 

deep learning technology, has recently occurred and has attracted interest in medical imaging analysis. Many 

of these restrictions are addressed by deep-learning techniques, which enable an algorithm to autonomously 
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acquire the properties without any direct human participation throughout the training phase, picture 

interpretation is critical [12]. Early research has shown promise in a variety of medical imaging applications, 

including lung nodules, interstitial lung disease, breast cancer, cerebral microbleeds, brain malignancies, and 

spinal metastases [13]. Traditional machine learning and image processing approaches were used in 

automated BAA procedures. Approaches based on CNNs have been only recently introduced to BAA [14]. 

Instead of extracting information from specific locations based on clinical expertise, these approaches 

frequently encode visual features directly [15]. Typically, a bone age category reflects the bone age of hand 

x-ray in these approaches. The label is usually for certain years. Nonetheless, bone age markers that are 

discrete, on the other hand, cannot adequately capture the complex and continual growth of bone. It 

invariably results in a semantic mismatch between the real scenario and the labels, limiting CNN's ability to 

learn better [16]. 

There are two types of recent popular CNNs techniques for BAA; methods of regression and 

categorization. These procedures almost often make use of specific bone age designations. CNNs produce 

continuous results as a result of regression algorithms, which are then utilized to anticipate bone age [17]. 

Lee et al. [18] in this work the range of bone ages from 5 to 18 years were discovered and developed to 

isolate a BAA-interested zone, a fully automated deep learning approach was used. Larson et al. [19] resnet-

50 was used to measure bone age, with the classifier's output being a probability distribution for bone ages 

ranging from 0 to 19 years in 1-month increments. 

Wu et al. [20] developed an integrated network for hand classification and determining bone 

maturity at the same time. The ages of the bones were determined using their classification model the 

residual attention. Souza and Oliveira [21] provided residual learning as a method and inter the sex as input 

in the full section of their neural network. Wagner [22] to determine bone ages, researchers utilized both 

classification and regression approaches. Both approaches classified bone age by month (1 to 228). The 

discrete labels may not be a major issue in classification algorithms since these methods regard bone age 

labels as separate groups. However, the issue arises when deciding on a crucial portion between bone age 

groups. Furthermore, since classification algorithms treat each class individually as a distinct entity with no 

connection to the two bone age groups, they are unsuitable for a long-term problem like BAA. Also, label 

distribution optimization is a significant factor connected project. For apparent age estimation, CNNs with 

distribution-based loss functions were presented, which employed distributions as well as the training 

assignments to leverage the uncertainty given by hand class [23]. This work approach is based on a 

multiclass classification problem. 

Researchers categorized the bone age by months (0 to 228) in this work, albeit we did not explicitly 

employ these discrete bone age classifications. Rather, create bone age ranges and replace original labels 

with the classification component of these ranges. Then, at the same time, a CNN is taught to produce five 

distinct bone age ranges. Finally, bone age is determined based on the five age range outputs. The suggested 

technique offers two key benefits over traditional regression and classification methods. i) it can bridge the 

semantic gap by indicating not just a precise bone age, as typical bone age labels do, but also the continuity 

of bone growth; and ii) it is resistant to incorrect labeling. Mistakes are inherent when radiologists manually 

identify radiographs for bone age, although these errors always fall within a certain range. As a result, it is 

recommended to use many bones age ranges rather than a single bone age designation. 

In this section, we described the introduction to bone age assessment, as well as the numerous 

methods used to identify age based on X-ray images, and it was said that the survey on this issue, as well as 

several approaches and performance factors, had been explored. Section 2 should elaborate on the new 

approach using a flow chart, and section 3 should discuss the outcomes and compare them to existing 

procedures. According to the BAA, section 4 specified the conclusion and future scope. 

 

 

2. METHOD  

CNNs are more widely utilized in classification jobs. An evaluation of the bone age technique based 

on hand radiograph images is proposed in this section. Using hand X-ray scans, the proposed system tries to 

establish a person's age group proposed method's three basic operations are image preprocessing, extraction 

of features, and classification. The hand X-ray pictures are grayscale color modeled and scaled to a certain 

size during the image preprocessing procedure. A data augmentation procedure is also used to increase the 

dataset's size. The concept of the design CNN model was used to execute this work in the feature extraction 

and classification stage. 

 

2.1.  Dataset description 

The dataset used in this investigation was collected from the radiological society of North America 

(RSNA) pediatric bone age machine learning challenge, and it was uploaded from Kaggle. This dataset is 

nine GB in volume and contains 12,611 x-ray photos with a comma-separated values (CSV) file containing 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 13, No. 2, April 2023: 2078-2085 

2080 

id, bone age, and gender (ages from 1 to 228 months for males and females) see in Figure 1. The gender 

distribution was 5,778 for females and 6,833 for males. Experts carefully designated the bone age in years for 

each photograph. Some of these pictures were discovered to be warped and misshapen, making them less 

suitable for training the models. As a result, these data must be deleted before being fed into the training 

model. Along with eliminating the distorted pictures, the dataset must be standardized in order to retain the 

balance between radiograph classes. So, it is broken into 8,829 training images, 1,891 testing, and  

1,891 validation images. This is divided based on the 70:15:15 training-testing split principle. Because of the 

varying number of data for ages from one to 18 years, where the ages less than 5 years were very few, as well 

as the ages from 15 years and above, so they divided the data into 5 groups to make a balance between the 

number of samples in each category in the proposed bone age evaluation method. Table 1 shows the specifics 

of the various age groups as well as the numbers of photos featured in each group after convert’s to years. 

 

 

 
 

Figure 1. A sample radiograph images from the RSNA dataset 

 

 

Table 1. The Information of the RSNA dataset 
Classes Age group (year) Number of images 

A [1 to 5] 1083 

B [6 to 8] 2179 

C 

D 

E 

[9 to 11] 

[12 to 14] 

>=15 

3322 

4832  

1201 

 

 

2.2.  Proposed CNN model 

Automatic bone evaluation is essentially a classification problem in which the models are meant to 

predict the age values of left-hand X-ray pictures. Our primary goal is a development and tests several 

techniques for automated bone assessment: approaches to deep learning. Deep learning can automatically 

extract visual attributes from raw images. In this experiment, we utilize the design new deep learning-based 

convolution neural network. Figure 2 shows the overall step process employed in this study. The following 

are the specifics for each step: 

 

2.2.1. Pre-processing 

As mentioned in subsection 2.1, the dataset comprises thousands of photos of varying sizes. We use 

pre-processing to standardize picture sizes. We resize all photos in the dataset to 224×224 pixels for the deep 

learning-based CNN technique. To preserve the aspect ratio of the original images, horizontal or vertical 

padding has been added to all images. Furthermore, despite the fact that the original photos were greyscale, 

the input images had to be rendered as colored images owing to design architectural assumptions. 

Data augmentation is also employed during several training cycles in an effort to reduce overfitting 

specification and increase generalization. With varying degrees of effectiveness, 15° rotation, vertical and 

horizontal flipping, height and width adjustments were all used. Overall, data augmentation was ineffective 

in increasing accuracy but reducing overfitting. After data augmentation, we applied groping for it. 
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Figure 2. General steps for the proposed method 

 

 

2.2.2. Architecture of the proposed deep learning 

Deep learning has grown in popularity in recent years due to the ability to learn features 

automatically. convolutional neural networks (CNNs) typically have three-layer types: convolutional layer, 

pooling layer, and fully connected layer see in Figure 3 [24]. The convolutional layer is responsible for 

computing the weighted sum, including a bias value into the weighted sum, and then using a function of 

activation known as the rectifier linear unit (ReLu) to the addition result., which is described using (1). The 

goal of pooling layers, on the other hand, is to prevent over-fitting by lowering the number of convolutional 

layer features acquired. Finally, utilizing the final layer, the entire connected layers attempt to collect all of 

the descriptor features to be classified [25].  

 

𝑅𝑒𝐿𝑢(𝑥) = 𝑚𝑎𝑥(0, 𝑥)  (1) 

 

 

 
 

Figure 3. Convolutional network architecture (CNN) in general [24] 

 

 

In this work, we evaluate the performance of several designs and compare the results. This includes 

a design model comprised of 10 learnable weighted layers: 7 convolutional blocks and 3 fully-connected 

layers. Every convolution employs a 3x3 kernel with a stride of 2 and a padding of 1, with stride 2 and no 

padding, a 2×2 max-pooling is done. Batch normalization is used after each convolutional layer and the first 

with second block use 64 filter, third and four block use 128 filters, five and six block use 256 filters and 

seven block use 512 filter also dropout layer used after each Dense layer see in Figure 4. The activation 

function is ReLu and replace with SoftMax in the output layer. The summary model as show in Table 2.  
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Figure 4. The architecture of the proposed CNN model with the training process 
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Table 2. Summary of the proposed model 
Layer (Type) Output shape Parameters 

conv2d (Conv2D) (None, 224, 224, 64) 640 

Batch_ normalization (None, 224, 224, 64) 256 

conv2d_1  (None, 224, 224, 64) 36928 

max_pooling2d  (None, 112, 112, 64) 0 

batch_normalization_1  (None, 112, 112, 64) 256 

conv2d_2  (None, 112, 112, 128) 73856 

max_pooling2d_1  (None, 56, 56, 128) 0 

batch_normalization_2  (None, 56, 56, 128) 512 

conv2d_3  (None, 56, 56, 128) 147584 

max_pooling2d_2  (None, 28, 28, 128) 0 

batch_normalization_3  (None, 28, 28, 128) 512 

conv2d_4  (None, 28, 28, 256) 295168 

max_pooling2d_3)  (None, 14, 14, 256) 0 

batch_normalization_4  (None, 14, 14, 256) 1024 

conv2d_5 (None, 14, 14, 256) 590080 

max_pooling2d_4  (None, 7, 7, 256) 0 

batch_normalization_5  (None, 7, 7, 256) 1024 

conv2d_6  (None, 7, 7, 512) 1180160 

max_pooling2d_5  (None, 3, 3, 512) 0 

batch_normalization_6  (None, 3, 3, 512) 2048 

flatten  (None, 4608) 0 

dense  (None, 1024) 4719616 

dropout  (None, 1024) 0 

dense_1  (None, 512) 524800 

dropout_1  (None, 512) 0 

dense_2  (None, 5) 2565 

Total parameters: 7,577,029; Trainable parameters: 7,574,213; Non-trainable parameters: 2,816 

 

 

3. RESULTS AND DISCUSSION 

For training, we use accuracy to evaluate our model. Furthermore, we use the Stochastic gradient 

descent (SGD) optimizer and an initial learning rate of 0.01 and implemented learning rate reduction when 

validation accuracy plateaued, for sequential architecture, we explored using batch sizes of 32 and 64, and we 

found the batch size of 32 allowed us to achieve better results. Additionally, we found that using random 

horizontal and vertical flips improved our overall performance. We trained our models for 500 epochs (about 

40 hours for model architecture). Here is the plot for train/Val error vs. epoch for the model and accuracy in 

Figure 5. Figure 5(a) for accuracy, and Figure 5(b) for loss. We use an Anaconda and Jupyter environment 

with CPU Intel(R) 2.60 GHz, RAM 16 GB, and an NVIDIA GetForce GTX 1660Ti GPU. All the codes 

execute in Python 3.8 with Keras and Tensorflow used in the experiment. 

After tuning hyperparameters, we found the accuracy of the model architecture is chivied 98% with 

a 0.05 loss function for the training model and 97.22% with 0.09 val loss for the testing model after make 

data augmentation. Thus, for our final model, we selected the model that includes the following hyper-

parameter in Table 3. The obtained result of the confusion matrix for test evaluation is shown in Figure 6 and the 

classification report of the proposed system using the design new deep convolution network is shown in Table 4. 

 

 

  
(a) (b) 

 

Figure 5. The plot for train/val error vs. epoch for the proposed model: (a) model train accuracy and 

validation accuracy, (b) train loss and validation loss 
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Table 3. Hyperparameters for the proposed model 
Parameters Hyperparameters  

Optimizer SGD 

Learning rate 0.01 

Batch size 32 

Epochs 500 

 

 

 
 

Figure 6. The confusion_matrix for proposed CNN 

 

 

Table 4. The classification report of the proposed DCNN and metrics values 
Performance Metrics (%) Age Classes 

E= 4 D=3 C=2 B =1 A = 0 

Accuracy 95.8% 98.9% 96.5% 95.5% 97% 

precision 100% 95% 98% 96% 99% 

Recall 96% 99% 97% 96% 97% 

F-Measure 98% 97% 97% 96% 98% 

 

 

4. CONCLUSION  

In this part, we provided a computerized approach for BAA based on x-ray scans of human wrist 

bones. The approach was created employing cutting-edge deep learning techniques. The suggested BAA 

algorithm improves radiologists' ability to diagnose bone age by reducing human observation variances, 

resulting in cost savings in hospitals or clinics. Furthermore, the provided solution speeds up the BAA 

process compared to traditional methods. The technique was assessed using model accuracy, recall, 

precision, and F-score metrics derived from the weights of design models are 97.22%, 97%, 97.2%, and 

97.26%. Among the suggested deep learning models, the model architecture includes two stages: 

preprocessing stage and design new model stage this achieves a more accurate result as an automated 

technique for detecting bone age, the accuracy of training is 98% and the test is 97%. Data augmentation is 

used to reduce the overfitting and also convert original x-ray images into a standardized form to improve the 

training procedure for the classification network. 
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