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 Slow denial of service attack (DoS) is a tricky issue in software-defined 

network (SDN) as it uses less bandwidth to attack a server. In this paper, a 

slow-rate DoS attack called Slowloris is detected and mitigated on Apache2 

and Nginx servers using a methodology called an intelligent system for slow 

DoS detection using machine learning (ISSDM) in SDN. Data generation 

module of ISSDM generates dataset with response time, the number of 

connections, timeout, and pattern match as features. Data are generated in a 
real environment using Apache2, Nginx server, Zodiac FX OpenFlow switch 

and Ryu controller. Monte Carlo simulation is used to estimate threshold 

values for attack classification. Further, ISSDM performs header inspection 

using regular expressions to mark flows as legitimate or attacked during data 
generation. The proposed feature selection module of ISSDM, called 

blended statistical and information gain (BSIG), selects those features that 

contribute best to classification. These features are used for classification by 

various machine learning and deep learning models. Results are compared 
with feature selection methods like Chi-square, T-test, and information gain. 

Keywords: 

Machine learning  

Multi-layer perceptron  

Slow DoS attack  

Slowloris  

Software-defined network 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Prathima Mabel John 

Department of Information Science and Engineering, Dayananda Sagar College of Engineering 

Visvesvaraya Technological University 

Kumarswamy Layout, Bengaluru-560078, India 

Email: prathimamabel-ise@dayanandasagar.edu 

 

 

1. INTRODUCTION 

Computer networks have enormously evolved over the years to enable high standards of data 

communication in science and technology. The amount of data that needs to be handled by the network is 

vast. In such a scenario, it is highly desirable to have an easily manageable and programmable network that is 

vendor independent. The ease of programmable networks has gained the attention of many researchers and 

data center professionals in recent times. One such architecture that provides a high degree of 

programmability in networking is software-defined network (SDN). It is a new paradigm of networking 

where the entire network is divided into two planes: the control plane and the data plane. The data plane is 

responsible for carrying data via network elements like hosts, switches, routers, and gateways. The behavior 

of the data plane is controlled by a device called a controller which is present in the control plane.  

The controller is the brain of the network and runs algorithms to provide network services. The 

control plane interfaces with the data plane with the help of a protocol called OpenFlow. OpenFlow acts as 

the carrier of messages between the control and data planes. It coordinates the functions of the data plane by 

installing rules in the OpenFlow tables that are maintained in the OpenFlow switches of the data plane. The 

controller formulates these rules using algorithms. Even though the SDN brings many advantages concerning 

https://creativecommons.org/licenses/by-sa/4.0/
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programmability, its centralized architecture makes it more vulnerable to attacks. Therefore, it is of the 

utmost importance to secure the controller. 

SDN can be attacked in several ways, as explained in [1]. A compromised control plane is a major 

risk SDN can face. A common type of attack that can bring SDN down is the distributed denial of service 

(DDoS) attack. It is a type of attack where the attacker establishes many connections to the server to exhaust 

its thread pool. This brings the server down and makes it unavailable to other genuine users who want to 

connect to the server. A DDoS attack can be large and voluminous, like flooding, or low and slow, like a 

slow DoS attack. This paper deals with the detection of slow DoS attacks on Apache2 and Nginx servers in 

an SDN network. 

Slow DoS attacks are usually application-level attacks that bring the server down when the attacker 

generates many concurrent connection requests to the server. These connections are kept open indefinitely 

until the attack is active. The most common slow attacks are Slowloris, R U Dead Yet, and Slow Read. They 

exploit the hypertext transfer protocol (HTTP) request and response message headers to create attacks. This 

paper deals with the detection and mitigation of Slowloris attacks. A Slowloris attack is generated by a script 

that runs on the attacker’s machine. It creates enormous open connections by default to a web server and 

keeps these connections active by sending incomplete HTTP GET messages every 15 seconds. The server 

waits for the complete request to arrive without knowing that it has been attacked. This makes the server 

inaccessible to other genuine users.  

The proposed method in this paper, called an intelligent system for slow DoS detection using 

machine learning (ISSDM), detects Slowloris attacks on Apache2 and Nginx servers. ISSDM has a data 

generation module which monitors and records server parameters such as time to test, the number of 

concurrent connections, and timeout statistics. The Apache Bench tool (ab) [2] is used to test the server 

behavior. A Monte Carlo simulation is used for the estimation of the threshold value for the time to test and 

connection count parameters. Along with monitoring server statistics, it performs header inspection to 

identify the attack pattern in HTTP GET request headers using regular expression. The parameters generated 

as a part of data generation module are recorded in a csv file. Parameters of CSV file are used as features for 

attack classification using certain machine learning (ML) and deep learning models such as support vector 

machine (SVM), k-nearest neighbors (KNN), decision trees (DT), naïve Bayes (NB), random forest (RF) and 

multi-layer perceptron (MLP). ISSDM includes a proposed feature selection module called blended statistical 

and information gain (BSIG). It is used to select the most suitable features for classification and increase the 

accuracy of detection models. The performance of the detection models trained using BSIG is compared with 

other feature selection methods such as the Chi-square test, T-test, and information gain. This work is carried 

out in a laboratory set up with 20 clients, 3 Zodiac FX [3] OpenFlow switches, Apache2 server, Nginx server, 

and Ryu controller [4]. Data are generated both for legitimate and attack scenarios for training the detection 

models. Further, models are tested with attacks generated by the Slowloris script on the attacker nodes. 

 

 

2. LITERATURE SURVEY 

This section summarizes the work related to DoS attacks and methods to detect and mitigate them. 

Research in [5] discusses DDoS, its evolution, its types, and the ways in which a normal system on the 

internet becomes vulnerable to such vulnerabilities. DDoS depletes the victim’s resources by exhausting disk, 

bandwidth, and other resources, thus making them unavailable to anyone who actually needs the resources. 

Researchers describe two types of attacks: undetectable and devastating low-rate DDoS, and detectable high-

rate DDoS. John and Nagappasetty [6] proposes a slow DoS detection and mitigation method called 

Slowloris detection and mitigation mechanism (SDMM). Detection used expectation of burst size based on 

identification of bursts of data during slow DoS attack. 

Pascoal et al. [7], [8] delve into two types of attacks called slow ternary content-addressable 

memory (TCAM) exhaustion attack and slow saturation attack. These attacks deplete the TCAM of 

OpenFlow switches by forcibly installing new forwarding rules. Another type of saturation attack called a 

table miss striking attack is identified in [9]. It exploits sensitive packet fields to trigger a table miss and 

initiate unnecessary communication between the control pane and the data plane. SDNGuardian is proposed 

as a countermeasure to detect such attacks. A new algorithm, MultiQueue, which is designed to protect the 

controller from DDoS attacks is proposed in [10]. In [11] to detect reduction of quality (RoQ) attacks, the 

authors used four machine learning algorithms; MLP, K-NN, SVM, and multinomial naive Bayes (MNB), 

fuzzy logic (FL) and Euclidean distance (ED). Aamir and Zaidi [12] use unlabeled or partially labeled 

datasets. Then they cluster them using two different algorithms: agglomerative and K-means with feature 

extraction under principal component analysis (PCA) clustering.  

An ensemble framework for feature selection methods (EnFS) is proposed in [13]. The methods fall 

into three major categories of feature selection methods: filter-based methods, wrapper-based methods, and 
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embedded methods which are built-in mechanisms for selecting certain features during model training time. 

Myint Oo et al. [14] have proposed an approach to detect DDOS attacks that adapts advanced SVM that is 

more efficient than the SVM algorithm. The accuracy of the proposed model is 97%. Ye et al. [15] proposed 

a model for detecting DDoS attacks by using a combination of SVM classification algorithms in SDN. The 

platform is set by mininet [16] and Floodlight. Osanaiye et al. [17] proposed a method that involves an 

ensemble-based multi-filter feature selection method that adds the output of different filters to reach optimum 

selection.  

Studies [18], [19] used machine learning and feature selection methods to train and test the dataset. 

ML algorithms such as SVM, NB, artificial neural network (ANN), and KNN are used along with feature 

selection methods based on thresholds. To identify attacks, Studies [20], [21] used Chi-square test and 

information gain feature selection mechanisms, as well as NB, SVM, C4.5, K-NN, K-means, fuzzy C-means, 

and a number of other models. A system that extracts only important attributes from network traffic in a 

computer network is proposed in [22].  

The work in [23] discusses the detection of three types of DDoS attacks, namely controller, 

bandwidth, and flow-table attacks in SDN networks using machine learning techniques such as SVM, MLP, 

DT, and RF. The research work in [24] focuses on detecting distributed reflection denial of service (DrDoS) 

attacks in the internet of things (IoT). It uses a hybrid intrusion detection system (IDS) to detect IoT-DoS 

attacks, which detects suspicious network traffic from network nodes based on long short-term memory 

(LSTM). In [25], [26] the application of deep learning in the detection and mitigation of DDoS attacks on 

SDN controllers using models such as LSTM and convolutional neural network (CNN) is discussed. The 

models were implemented to detect transmission control protocol (TCP), user datagram protocol (UDP), and 

internet control message protocol (ICMP) flood attacks. Studies [27], [28] study the performance of 

emulating SDN and the impact of firewalls on throughput of the network. 

The study of existing research work that is presented in this section has unlocked avenues for 

research in DDoS. This has been a motivation for selecting slow DDoS attacks as a problem for study. The 

objective is to study the nature of the Slowloris attack and design a method to detect and mitigate it. A 

variety of machine learning and deep learning models are considered in the proposed work. Their accuracy is 

compared with that of the models used by researchers in this section. 

 

 

3. PROPOSED METHOD 

The methodology proposed in this paper is called “An intelligent system for slow DoS detection 

using machine learning (ISSDM)”. It is responsible for generating the data set using the data generation 

module, selecting features that contribute more to data classification using the feature selection module, and 

classifying traffic flows using some of the ML and deep learning techniques. The process begins when the 

data generation module continuously monitors and collects server parameters. These parameters are carefully 

monitored based on threshold values to observe any variations in the behavior of the server. Threshold values 

are generated using a Monte Carlo simulation. Further, if parameters exceed the threshold value, ISSDM 

performs header inspection of the HTTP GET header to look for a match to the attack pattern using regular 

expressions. If a match is found, the flow is marked as attack traffic in the data set. Using this process, a data 

set is generated for legitimate and attack traffic. Once the data set is generated, the proposed feature 

technique called BSIG is used to select the best possible features for traffic classification. Classification is 

then performed on this set of features using some of ML the and deep learning techniques such as SVM, 

KNN, DT, NB, RF, and MLP. The detection accuracy of the machine learning algorithms using BSIG is 

compared to other feature selection methods such as Chi-square, T-test, and Information gain. The process of 

the proposed methodology is shown in Figure 1.  

A DoS attack is generated by the Slowloris attack script, which attacks both the servers with 150 

simultaneous connections by default. However, because the Nginx server is resistant to Slowloris attack with 

150 sockets, the number of sockets is increased to 1250 to ensure a successful attack. In ISSDM, data 

generation and feature selection using BSIG are the crux of the process. The remaining part of this section 

explain the two modules and the entire process in detail. 

 

3.1.  Data generation 

Data traffic is generated for this work using Zodiac FX OpenFlow switch, Ryu controller, Apache2 

server, Nginx server, hosts, and the Apache Bench tool (ab). Legitimate traffic is generated using tools like 

ping and iperf. Attack traffic is generated using Slowloris. The topology used for the experiment is shown in 

Figure 2.  

The Apache bench works on HTTP servers by sending numerous concurrent requests and measuring 

the server’s response to the offered load. In this work, ab offers a load every 2 seconds to Apache2 and Nginx 

to study the server’s response. The server’s response statistics are sent to the Ryu controller, where ISSDM 
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writes the parameters into the dataset. Apart from server parameters, header inspection is performed at the 

controller to identify the attack pattern in the HTTP GET header. The following parameters are considered 

the features of the data set: 

- Time_to_test: this parameter indicates the amount of time taken for the server to complete the requests of 

the ab tool. In this experiment, “ab-n 10-c 1 http: //localhost:80/” is the ab load used to test the server with 

n (10) http requests and concurrency of c (1). A server with normal load responds with a time_to_test 

value of 0.001 s. When under attack this variable increase by more than 0.01 s. A threshold is chosen for 

this variable to predict an attack. The threshold for time_to_test is chosen by using Monte Carlo 

simulation.  

The Monte Carlo simulation is used when there is uncertainty in estimating a single or average value 

of a variable. It takes the variable that has uncertainty and makes the closest approximation by assigning 

random numbers. This process is repeated hundreds of times with different random numbers. On 

completion of the simulation, the results are averaged to obtain the closest estimate. In this paper, the 

Monte Carlo simulation was conducted for more than 400 values of time_to_test variable when the server 

was in a normal state as well as an attack state. The final estimation obtained from the simulation was 

0.22 s. This was chosen as the threshold value to suspect an attack on the server. The graph of the Monte 

Carlo model is shown in Figure 3. 

 

 

 
 

Figure 1. ISSDM model 

 

 

 
 

Figure 2. Network topology 
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− Timeout: the ab tests the server response by presenting n requests with concurrency c. If the server does 

not respond for 30 s, ab times out by default. When a server is under attack, ab times out as it cannot find 

any thread to get connected to. This property of ab is used as another server parameter to detect a DoS 

attack on the server. Timeout is set to 1 on ab time out, 0 otherwise. 

− Connection count: Slowloris attacks open a large number of connections to the server at once to bring it 

down. The drastic increase in the number of connections from a specific client is considered a server 

parameter for attack detection. A Monte Carlo simulation was used to consider the data of server in a 

normal state and an attack state to make an approximation of the average connection count on the server. 

This value was calculated to be 135 and chosen as the threshold for attack detection. The graph for this 

simulation is shown in Figure 4. 
 

 

  
  

Figure 3. Monte Carlo simulation graph for 

estimation of Time_to_test 

Figure 4. Monte Carlo simulation graph for 

estimation of Connection_Count 
 

 

− Pattern match: This is a Boolean variable considered as a feature of the data set. This parameter is 

obtained by inspecting the header of the HTTP GET message. The pattern of the request header, which is 

generated by an attack every 15s becomes a key factor for identifying the attack. The general format of an 

HTTP GET message includes a header followed by the message body [29]. The message body is 

separated from the header by a blank line. It means that 2 consecutive carriages return and line feed 

characters (\r\n) must be present after the header. The attack sends incomplete requests every 15s by 

including only one \r\n after the header instead of two. The server keeps waiting for the complete request 

to arrive, but indefinitely keeps receiving incomplete requests.  

ISSDM uses regular expressions to identify incomplete GET requests. When the time_to_test or 

connection_count exceed the threshold, or a timeout occurs on ab, the controller installs flows in the 

switch to redirect all traffic from the suspected client to the controller. The ISSDM module running in the 

controller buffers the data and starts inspecting the packet headers which are coming in as byte streams, 

using the regular expression r"\\r\\n\\r\\n". The absence of this pattern in the header is an indication that 

the blank line is missing at the end of the header. If there is no match for the regular expression, then the 

Pattern match variable is set to true. If the header does not match the attack pattern, the buffered data are 

forwarded to the destination after installing a new flow in the switch.  

− Server Type: indicates the type of server (Apache2 or Nginx). 

− Traffic type: this feature holds two categorical values, namely: legitimate and attack. It classifies the 

incoming traffic based on the server parameters and header inspection. The entire process of data 

generation is shown in Figure 5. 

The size of the data set generated is around 400. It includes both the classes (legitimate and attack) 

of data. This data set is trained and tested using SVM, RF, KNN, NB, DT, and MLP algorithms. The  

Chi-square test is a feature selection method that tests the relationship between features. It is used when the 

predictor and response features are categorical. When two variables are given along with their values, the 

observed count O and the expected count E can be measured with Chi-square using (1). 

 

𝜒𝑐
2 = ∑

(𝑂𝑖−𝐸𝑖)

𝐸𝑖
 (1) 

 

where, c is the degree of freedom, O is the observed values, and E is the expected values. 
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In this paper, Chi-square and p values are calculated for the features in the data set generated by the 

proposed system. For independent variables, the Chi-square value and p value are small. Feature selection is 

aimed at finding features that are highly dependent on the response. Hence, after the Chi-square test is 

performed, those features with higher values for the Chi-square statistic and p value are considered for 

training the machine learning models for prediction. 

 

 

 
 

Figure 5. Flowchart of data generation process of ISSDM 

 

 

A T-test is a statistical test used in hypothesis testing to determine if a process has an effect on the 

population or if the groups differ from each other. A T-test is used when the means of two groups are to be 

compared. There are 3 types of T-tests, namely: one sample, when one group is being compared with a 

standard value; two sample, when groups belong to two different populations; and paired T-test, when a 

group belongs to a single population. In the proposed method, a paired sample T-test is performed on the 

individual numeric population of the data set. The T value is calculated using the formula shown (2).  

 

𝑡 =
𝑋𝐷̅̅ ̅̅ − 𝜇𝑜

𝑠𝐷/√𝑛
 (2) 

 

where, 𝑋𝐷
̅̅̅̅  is the sample mean of differences, 𝑠𝐷 is the standard deviation of differences, n is the sample size, 

and 𝜇𝑜 is the population mean. 

After T-test, the p value is calculated and features having a p value less than 0.05 (level of 

significance) are chosen for modeling as they indicate a larger difference in the mean. This plays an 

important role in identifying an attack. Machine learning models are trained with the selected features and 

their accuracy is compared. 

Information gain (IG): to train a model or to predict or classify between classes, DT are made. The 

features or attributes of a dataset that are most important in predicting the outcome are chosen. The 

importance of each attribute needs to be understood before actually computing or modeling, and that’s where 

IG comes into the picture. IG tells us how important an attribute of a feature vector is. This information is 

then used to decide the ordering of attributes in the decision tree. Thus, an attribute that increases IG, 

minimizes the entropy or impurity from the dataset, thus giving better prediction. IG provides a way to use 

entropy to calculate how a change to the dataset impacts the purity of the dataset. IG is calculated by 

comparing the entropy of the dataset before and after a transformation. For a binary classification, problem 

entropy is calculated as in (3).  
 

Entropy = ((p(1)*log(P(1) − (p(0)*log(P(0))) (3) 
 

IG is given by (4), 
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IG(S, a) = H(S)–H(S|a) (4) 

 

where, 𝐼𝐺(𝑆, 𝑎) is the information for the dataset 𝑆, 𝐻(𝑆) is entropy of dataset before any change, and 

𝐻(𝑆|𝑎) is the conditional entropy for the dataset given the variable a. Information gain is calculated for each 

feature of the generated data set in this experiment. Features of high importance are considered for training 

the machine learning models and their accuracy is compared.  

BSIG is a feature selection method proposed in this paper which combines the optimal features 

selected by Chi square, T-test, and IG. It is proposed with the aim of improving the accuracy of the detection 

models. Let S be the set of all the features of the generated data set. 

 

𝑆 = (𝑇𝑖𝑚𝑒_𝑡𝑜_𝑡𝑒𝑠𝑡, 𝑇𝑖𝑚𝑒𝑜𝑢𝑡, 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛_𝑐𝑜𝑢𝑛𝑡, 𝑃𝑎𝑡𝑡𝑒𝑟𝑛_𝑚𝑎𝑡𝑐ℎ, 𝑆𝑒𝑟𝑣𝑒𝑟_𝑡𝑦𝑝𝑒, 𝑇𝑟𝑎𝑓𝑓𝑖𝑐 𝑡𝑦𝑝𝑒)  

 

A Chi-square test is performed on the categorical features, namely Timeout, Pattern_match, and 

Server_type. Let the set of features 𝐶⸦𝑆 be chosen based on the p values. Similarly, the T-test is performed 

on numerical features such as time_to_test and Connection_count. Let T⸦S be the chosen subset of features 

based on the p value obtained from the T-test. Let I be the set of features where I⸦S, chosen based on the p 

value of information gain applied to S. Let 𝑍 = 𝐶 ∪ 𝑇 ∪ 𝐼 be the set of features chosen from Chi square,  

T–test and information gain. The final set of features having the maximum impact on the prediction are used 

to train the models. The machine learning models are trained for features in C, T, and I separately to analyze 

the behavior of each model. Finally, models are trained using features from set Z to determine the best model 

for Slowloris attack prediction. 
 

 

4. EXPERIMENT AND RESULT 

The topology of the experimental setup is as shown in Figure 2. It consists of 20 clients, out of 

which 10 are attackers and 10 are legitimate clients; 1 Apache2 server, and 1 Nginx server connected to 2 

Zodiac FX switches in the data plane. The control place consists of a Ryu controller running the ISSDM 

module. Data generation is the first step toward detection of an attack in this work. As explained previously, 

both legitimate and attack traffic data are collected for the features Time_to_test, Timeout, Connection_count, 

Pattern_match, Server type, and Traffic type. A Monte Carlo simulation is performed to choose thresholds 

for Time_to_test and Connection_count. Detection models such as SVM, KNN, DT, RF, NB, and MLP are 

trained with features set S. The data generated by attackers using the Slowloris tool is used to test these 

models for attack detection. The accuracy and F-score for this detection using feature set S are shown in 

Table 1 along with the receiver operating curve (ROC) in Figure 6.  

 

 

Table 1. Accuracy and F-score of models trained with feature set S 
Algorithm Accuracy F-score 

SVM 0.93 0.96 
KNN 0.89 0.94 
DT 0.85 0.91 
NB 0.89 0.94 
RF 1 1 

MLP 0.85 0.91 

 

 

 
 

Figure 6 .  ROC curve of models trained with feature set S 
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The accuracy of a classification model is the ratio of the number of correct predictions to the total 

number of input samples as given by (5). 

 

Accuracy =  
True Positive+True Negative

Total Sample
 (5) 

 

F-score indicates how precise the classifier is i.e., how many instances it classifies correctly. It given by (6). 

 

F − score = 2 ∗
1

1

precision
+

1

recall

 (6) 

 

where, 

 

Precision =  
True positives

True positives+False positives
 (7) 

 

Recall =
True positives

True positives+False Negatives
 (8) 

 

Feature selection using the Chi-square test: the categorical features of S, namely timeout, 

Pattern_match, and Server_type, are subject to the Chi-square test to obtain the Chi-square statistics and p 

value. Table 2 shows the result of Chi-square test on the categorical features. According to the Chi-square 

test result, features with a higher p value are chosen because the class variable Traffic_type is considered to 

be more dependent on features with a higher p value. Pattern_match and Timeout are chosen as the elements 

of set C. Table 3 and Figure 7 show the accuracy, F-score, and ROC curve indicating true positive rate (TPR) 

and false positive rate (FPR) for models trained with feature C. 

 

 

Table 2. Chi-Square test statistics 
Feature Chi-square statistic p value 
Timeout 2.72727273e-01 6.01508134e-01 

Pattern_match 1.00000000e+00 3.17310508e-01 
Server_Type 8.90909091e-01 3.45231072e-01 

 

 

Table 3. Accuracy and F-score of models trained with feature set C 
Algorithm Accuracy F-score 

SVM 0.89 0.94 
KNN 0.89 0.94 
DT 1 1 
NB 0.89 0.94 
RF 1 1 

MLP 1 1 

 

 

 
 

Figure 7. ROC curve of models trained with feature set C 
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Feature selection using T-test: The numerical features of S, namely Time_to_test and 

Connection_count, are subject to T-test to obtain the statistics and p value. Table 4 shows the result of the T 

test on the chosen numerical features. Features with a higher p value are chosen for set T as a higher p value 

implies higher correlation between the dependent and independent variable. Here, set T contains 

Connection_count as its element. Table 5 and Figure 8 show the accuracy, F-score, and ROC curve for 

models trained with feature T. 

 

 

Table 4. T-test statistics 
Feature T-test statistic p value 

Time_to_test -10.99497051 2.07390283e-10 
Connection_count 5.04253005 4.75313476e-05 

 

 

Table 5. Accuracy and F-score of models trained with feature set T 
Algorithm Accuracy F-score 

SVM 0.85 0.91 
KNN 0.89 0.94 
DT 0.85 0.91 
NB 0.85 0.91 
RF 0.85 0.91 

MLP 0.85 0.91 

 

 

 
 

Figure 8. ROC curve of models trained with feature set T 

 

 

Feature selection using IG: All the features of S are subject to IG to obtain the statistics. Table 6 

shows the result of IG. IG calculates the importance of each independent feature with respect to the 

dependent feature. Therefore, features with higher values are considered to be more significant. 

Pattern_match and Connection_count are the features that have higher IG statistics. Hence, set 

I=(Pattern_match, Connection_count). Table 7 and Figure 9 show the accuracy, F-score, and ROC curve for 

models trained with feature T. 

Feature selection using BSIG: the proposed method BSIG uses the features selected by Chi-square, 

T-test and IG to train the models. From the previous observations, we have: i) C is (Pattern_match, Timeout), 

ii) T is (Connection_count), iii) I is (Pattern_match, Connection_count), iv) Z is 𝐶 ∪ 𝑇 ∪ 𝐼 is (Pattern_match, 

Timeout, Connection_count). Table 8 and Figure 10 show the accuracy, F-score, and ROC curve for models 

trained with feature T. 

 

 

Table 6. IG statistics 
Feature IG statistics 
Timeout 0.098217 

Pattern_match 0.475789 
Server_Type 0.016875 
Time_to_test 0.016875 

Connection_count 0.302149 
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Table 7. Accuracy and F-score of models trained with feature set I 
Algorithm Accuracy F-score 

SVM 0.85 0.91 
KNN 0.89 0.94 
DT 0.85 0.91 
NB 0.85 0.91 
RF 1 1 

MLP 0.85 0.91 

 

 

 
 

Figure 9. ROC curve of models trained with feature set I 

 

 

Table 8. Accuracy and F-score of models trained with feature set Z 
Algorithm Accuracy F-score 

SVM 1 1 
KNN 0.89 0.94 
DT 0.85 0.91 
NB 1 1 
RF 1 1 

MLP 1 1 

 

 

 
 

Figure 10. ROC curve of models trained with feature set Z 

 

 

The results shown above indicate the performance of models with different features, obtained from 

various feature selection techniques. The results are summarized in Figure 11. The accuracy of SVM, NB, 

RF, and MLP increases to 100% by using BSIG when compared to the accuracy of models using the entire 

feature set S. Therefore, it can be concluded that Slowloris can be detected with greater accuracy by using 

BSIG as a feature selection technique for SVM, NB, RF and MLP. BSIG keeps KNN’s accuracy consistent 
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with other feature selection techniques. MLP performs well for the Chi-square selection method as well. DT 

offers the best results when the Chi-square test is used for feature selection, while being consistently less 

when other methods are considered for detection of Slowloris attack. 

 

 

 
 

Figure 11. Comparison of detection accuracy obtained by using feature set of proposed feature selection 

method with other feature selection methods 

 

 

5. CONCLUSION 

This research focuses on detecting a common type of slow DDoS attack known as Slowloris. The 

proposed method, called ISSDM, is responsible for detecting and mitigating the Slowloris attack on Apache2 

and Nginx servers. It gathers data from Apache2 and Nginx servers along with an HTTP GET request header 

to generate the data set for legitimate and attack traffic. Monte Carlo simulations are performed to find the 

threshold of certain server parameters during data generation to segregate attack and genuine flows. A feature 

selection method called BSIG is proposed to select the most appropriate features for traffic classification. The 

features extracted by BSIG are used to train ML models such as SVM, KNN, DT, NB, and RF, along with a 

deep learning technique called MLP. This is done to detect attacks. The accuracy of the models is compared 

by training them with different feature selection methods like Chi-square, T-test, and information gain and 

the proposed feature selection method named BSIG. It was observed that SVM, NB, RF, and MLP performed 

extremely well with 100% accuracy while detecting Slowloris attacks using BGIS. This work can be 

extended further to detect different types of attacks.  
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