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 Sentiment analysis is a well-known and rapidly expanding study topic in 

natural language processing (NLP) and text classification. This approach has 

evolved into a critical component of many applications, including politics, 

business, advertising, and marketing. Most current research focuses on 
obtaining sentiment features through lexical and syntactic analysis. Word 

embeddings explicitly express these characteristics. This article proposes a 

novel method, improved words vector for sentiments analysis (IWVS), using 

XGboost to improve the F1-score of sentiment classification. The proposed 
method constructed sentiment vectors by averaging the word embeddings 

(Sentiment2Vec). We also investigated the Polarized lexicon for classifying 

positive and negative sentiments. The sentiment vectors formed a feature 

space to which the examined sentiment text was mapped to. Those features 
were input into the chosen classifier (XGboost). We compared the F1-score 

of sentiment classification using our method via different machine learning 

models and sentiment datasets. We compare the quality of our proposition to 

that of baseline models, term frequency-inverse document frequency  
(TF-IDF) and Doc2vec, and the results show that IWVS performs better on 

the F1-measure for sentiment classification. At the same time, XGBoost 

with IWVS features was the best model in our evaluation. 
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1. INTRODUCTION 

Sentiment analysis [1] is a practical technique that allows companies, researchers, governments, 

politicians, and organizations to learn about people's emotions, happiness, sadness, anger, or a relatively 

neutral emotion, which play a significant part in decision making. Until now, sentiment analysis in the 

scientific literature has depended almost entirely on the bag-of-words method. Mozetič et al. [2] analyzed 

several sentiment categorization apps for Twitter data and discovered that practically all use it. Researchers 

depend on existing sentiment dictionaries [3] or construct customized and context-sensitive dictionaries [4]. 

The third set of investigations uses machine learning applications [5]. Some researchers have found that 

assessing sentiment at the level of articles or speeches yields good results [6]. However, the assumptions and 

simplifications inherent in the bag-of-words method, such as loss of grammatical structure or context-

dependent word meanings, have been frequently highlighted [7]. Turney and Pantel [8] offer a review of 

previous vector space model development. Mikolov et al. [9] presented a more efficient architecture for 

constructing reusable word vector representations from big text corpora, which drew much attention to the 

https://creativecommons.org/licenses/by-sa/4.0/
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word embeddings technique. Word embedding is a deep learning method for creating vector representations 

of words and texts. Because of their ability to capture the syntactic and semantic links between words, these 

approaches have gained much attention in text and sentiment analysis. Word2Vec [10] is the most successful 

deep learning method for word embeddings. 

Le and Mikolov [11] proposed the Word2Vec technique for obtaining word vectors by training a 

text corpus. The concept of Word2Vec (word embeddings) evolved from the distributed representation of 

words [12]. Several researchers have employed this strategy in their sentiment analysis study [13]–[15]. 

Alshari et al. [16] expanded word embeddings to sentence embeddings by averaging the word vectors in a 

sentiment review statement. Their results demonstrated that word embeddings outperformed the bag-of-

words model in sentiment classification. In this work, the Word2Vec technique on sentiment analysis was 

explored; To make our first step in the sentiment analysis research field. 

There are two types of sentiment categorization techniques: Polarized lexicon-based methods and 

machine learning methods like deep learning [17]. The polarized lexicon-based sentiment analysis approach 

is often based on lists of positive and negative meanings for words and phrases [18]. This method 

necessitates using a dictionary of words with negative and positive sentiment values. These approaches are 

easy to use, scalable, and fast to compute. As a result, they are utilized to handle generic sentiment analysis 

challenges [17]. However, lexicon-based approaches in human-labeled documents rely on human effort [18]. 

They also rely on locating the sentiment lexicon used to analyze the text [16]. Each word is assigned a 

polarity score in the polarized lexicon. This score, represented by an accurate value, reflects the degree (or 

intensity) of positivity or negativity according to a scale with integer or actual values. For example, according 

to the scale [-2,2], the real -2 represents absolute negativity, and the natural 2 represents absolute positivity. 

The numbers less than 0 designate different intensities of negativity: the farther the real is from 0 (and closer 

to 2), the stronger (or intense) the negativity. 

Moreover, the reals greater than 0 represent different intensities of positivity: positivity is more vital 

when the reality is closer to 2. The accurate 0 means that the word is neither positive nor negative: it reflects 

a neutral polarity. Due to the increased accuracy of text classification, polarity-based approaches have lately 

been coupled with machine learning algorithms. Several authors reported machine learning approaches to be 

more accurate than polarity methods [19]. By merging lexicon-based and support vector machine (SVM) 

approaches, [20] improve sentiment analysis accuracy. For sentiment categorization of Twitter data,  

Zhang et al. [21] effectively integrated a lexicon-based technique with a binary classifier. Basari et al. [22] 

integrated the particle swarm optimization (PSO) approach for sentiment analysis of movie reviews with the 

SVM method. Machine learning approaches enhanced the accuracy of text classifications in all of these 

scenarios.  

Word embeddings [23] approaches such as Word2Vec are continuous vector representations of 

word technologies that can turn words into meaningful vectors. Text categorization, grouping, and 

information retrieval can benefit from vector representations of words. The size of the text corpus impacts the 

pertinence of the Word2Vec. In other words, as the text corpus increases, the quality increases. Stojanovski  

et al. [24] used the Word2Vec method to learn word embeddings from 50 million tweets and then fed the 

obtained vectors into a deep learning network. Lauren et al. [25] have suggested a discriminant document 

embeddings method based on skip-gram for generating clinical text word embeddings. For word embeddings 

in the English and Chinese Wikipedia datasets, Fu et al. [26] used Word2Vec to analyze the sentiment 

approach by using word embeddings as inputs to a recursive autoencoder. Researchers prefer to employ word 

embeddings vectors as inputs to machine learning models because of the limits and restrictions in some 

corpora. As a result, improving the quality of word embeddings is critical and plays a crucial role in 

sentiment categorization algorithms. Kamkarhaghighi and Makrehchi [27] had a low F1-score; by using 

Word2Vec vectors in their deep learning model. That means that in some datasets, using Word2Vec reduced 

the F1-score of sentiment categorization. In addition, Fauzi et al. [28] suggested an approach to improve the 

F1-score of sentiment classification. Their technique was evaluated on two datasets, and the proposed 

algorithm reduced the F1-score on one of them.  

This work aims to improve the F1-score of sentiment analysis; we proposed to generate vectorial 

representations of sentiments based on the combination of two approaches, Sentiment2Vec and Polarized 

Lexicon; and made classification via the XGboost algorithm. In the next section, we provide our suggested 

proposition, methodology, and the used classifiers to compare our method in detail. Experiment results show 

that the approach improves the F1-score of sentiment analysis. The organization of this paper is as: section 2 

presents our proposed method and algorithm; section 3 reports our experiments, showing results along with 

evaluations and discussions; section 4 is the conclusion and future works. 
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2. METHOD  

In our proposed method, improved word vector for sentiment analysis (IWVS) via XGboost, we 

have increased the F1-score of sentiment embeddings classification by combining natural language 

processing techniques, polarized lexicon, and Sentiment2Vec (based on Word2Vec). We made the 

classification using the XGboost model. The main architecture of the proposed approach is shown in  

Figure 1.  

 

 

 
 

Figure 1. Overview of the proposed approach 

 

 

2.1.  Preprocessing 

Preprocessing occurs before the start of the approach technique. Tokenization, case folding, and 

cleaning are some of the steps conducted during this stage. During tokenization, each review is broken down 

into smaller components known as tokens or words [29]. Case folding is the technique of converting all of 

the characters in a review text lowercase [29]. Meanwhile, non-alphabetic letters such as punctuation and 

numerals are utilized in cleaning. Because stemming and filtering have not been found to improve sentiment 

analysis performance in previous studies, they are not used in this study. 

 

2.2.  Sentiment2Vec 

We built sentiment embeddings based on word embeddings in our work. To obtain sentiment 

embeddings, we averaged the vectors of the words in one sentiment (Sentiment2Vec). The critical task in this 

stage is to figure out the word embedding matrix Ww:  
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𝑉𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡2𝑣𝑒𝑐(𝜔) =
1

𝑛
 Σ𝑊𝑤

𝑥𝑖 (1) 

 

where 𝑊𝑤  (𝑤 = 𝑤1, 𝑤2. . . 𝑤𝑛  >) is the word embedding for word xi, which might be learned using the 

traditional Word2Vec technique [9], [30], [31]. 

Word2Vec is a popular way of creating word embeddings. It was first introduced by [9]. Skip-gram 

and CBOW are two Word2Vec versions proposed for learning word embeddings. The context words in the 

CBOW architecture are used to forecast the current word, whereas the skip-gram uses the current word to 

anticipate the surrounding words. Figure 2 depicts the two Word2Vec variations. Each of these architectures 

has three layers: an input layer, a hidden layer, and an output layer. The output layer is made up of neurons 

with SoftMax activation functions. In this work, we use the Skip-gram architecture. 

 

 

 
 

 Figure 2. The architectures of Word2Vec 

 

 

2.3.  Polarizedlex2Vec 

We define a sentiment as a judgment an individual makes about an object or subject; a polarity 

characterizes this judgment. For us, a polarity is either positive or negative. In our approach, sentiment is a 

particular type of opinion endowed with a polarity. Sentiment and emotion lexicons are collections of phrases 

and words with polarity scores that can be used to evaluate texts. Each lexicon has words and their values, 

which are sentiment scores for those terms. 

 

2.4.  Sentiment classification using XGboost 

In the last stage, extreme gradient boosting [32] (XGboost) is used for sentiment embeddings 

classification. XGboost is a more complex variation of the gradient boosting approach. It includes tree 

learning algorithms as well as a linear model solver. It is speedy because of its ability to execute parallel 

processing on a single processor. It also has tools for cross-validation and detecting critical variables. Several 

parameters must be adjusted to optimize the model. The following are some of XGboost's [32] primary 

advantages: Regularization: aids in reducing overfitting.  

 Parallel processing: XGboost uses parallel processing significantly faster. 

 Missing values: It provides a built-in routine for dealing with missing values.  

 Cross-validation built-in: allows the user to perform cross-validation at each iteration of the boosting 

process.  

XGboost as shown in Figure 3 is an iterative multi-decision tree algorithm. Every tree learns from 

the residuals of the trees that came before it. XGboost's predicted output is the sum of all the results.  

 

𝑦𝑖 = ∑ 𝑓𝜅(𝑥𝑖) ,   𝑛
𝑘=1 𝑓𝜅𝜖𝐹 (1) 

 

where F denotes the space of trees, 𝑓𝜅 denotes a tree, so 𝑓𝜅(𝑥𝑖) is the outcome of tree k, and 𝑦𝑖 is the 

predicted value of the ith instance 𝑥𝑖 . 
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Figure 3. Classification of improved word vectors for sentiments (IWVS) via XGboost 

 

 

2.5.  Algorithm 

The algorithm shows that Sentiment2Vec taken sentiment as input and returned vectors of words of 

the sentiment by using Word2Vec [21]. So, in the second step, each word vector of the input sentiment is 

extracted from Word2Vec [31], then the mean of vectors of words is calculated. In the third step, sentiment 

scores of each word are extracted from lexicon-based polarity (negative or positive).and we will normalize 

them. If a word does not exist in this couple (negative, positive), its score will be zero. The generated vectors 

from each step will be concatenated with other vectors from previous steps. We fit the XGboost [32] model 

on the generated vectors. 

 

Algorithm 1. Improved words vector for sentiments analysis using XGboost 
Inputs: 

S={W1, W2,……., Wn} , Input Sentiment S contains n words 

W2V=Word2Vec  

PolaLex2vec (P, N): Polarized 

Lexicon 

P: Positive, N: Negative 

Output: 

IWVS: Improved Words vectors of sentiment S. 

1. for j=1 to m do 

2. VTj GenerateVector (Tj) 

3. Tj <Tj, VTj> 

4. end for 

5.  

6. for each Wi in S do 

7. If Wi exist in W2V then extract VecWi 

8. MVi VecWi 

9. endif 

10. for k=1 to h do 

11. If Wi in PolaLex2vec then 

12. Sik FindVector (Wi) 

13. end if 

14. ADD Sik into MVi 

15. end for  

16. ADD MVi into IWVS 

17. Return IWVS 

18. end for 

19. //fit the XGboost Classifier on IWVS  

 

We chose the powerful machine learning technique XGBoost model to assess our generated vectors 

on well-known datasets. The model XGboost [32] ,as mentioned in section (3.4), is a gradient boosting 

library developed to be highly efficient, adaptable, and portable. It uses the Gradient Boosting framework to 

create machine learning algorithms. XGBoost offers parallel tree boosting to address numerous data science 

tasks quickly and accurately. Every tree learns from the residuals of all preceding trees; XGboost's predicted 
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output is the sum of all the results. We used two baseline models, Doc2vec and TF-IDF, for comparing our 

improved generated vectors. For classification, we proposed using four machine learning algorithms 

(XGboost, random forest, support vector machine, logistic regression) to evaluate our generated vectors on 

well-known datasets. 

 

 

3. RESULTS AND DISCUSSION  

Sentiment analysis is the process of determining the opinion, judgment, and emotion behind the 

natural language. For example, when people leave online reviews, comment on a brand or respond to market 

research, their assessments are necessarily colored by positive, negative, or neutral feelings. This section 

presents the datasets (from Kaggle [33]) and experimental assessments that we used to demonstrate the 

efficacy of our suggested strategy for sentiment analysis.  

 

3.1.  Datasets 

Sentiment analysis is an analytical technique that consists of extracting meaning from many textual 

sources, such as reviews of e-commerce products, online movie reviews, or comments on social networks 

(Twitter). A score is then applied based on the sentiment expressed. For example, 0 for negative and 1 for 

positive. This transcription is done using natural language processing (or NLP for natural language 

processing), in this section, we present the reel datasets used for our approach evaluation: 

 TtD [33]: Twitter tweets data is classified into positive and negative tweets. 

 ArP[33]: Amazon reviews polarity dataset is created by classifying review scores 1 and 2 as negative and 

4 and 5 as positive. Samples with a score of 3 are disregarded. Class 1 is the negative, and class 2 is the 

positive in the dataset. Each class comprises 1,800,000 training samples and 200,000 testing samples. 

 IMDB [33]: IMDB dataset consists of 50,000 comments, with equal positive and negative comments. 

Comments are of different lengths and are given in sentences. 

 

3.2.  Evaluation metrics  

Precision, recall, and F1-score are metrics mainly used to measure the performance of classification 

algorithms. In this study, we use F1 since this metric reflects both Recall and Precision. F1-score is being 

used as the evaluation metric. It is the weighted average of Precision and Recall. Therefore, this score takes 

both false positives and false negatives into account. It is suitable for uneven class distribution problems. The 

crucial components of the F1-score are: 

 True positives sentiments (TPS): These are the correctly predicted positive values which means that the 

value of the actual class of sentiments is yes, and the value of the predicted class is also yes. 

 True negatives sentiments (TNS): These are the correctly predicted negative values, which mean that the 

actual class of sentiments value is no and the value of the predicted class of sentiments is also no. 

 False positives sentiments (FPS): When the actual class of sentiments is no, the predicted class of 

sentiments is yes. 

 False negatives sentiments (FNS): The actual class of sentiments is yes, but the predicted class of 

sentiments is no. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃𝑆/𝑇𝑃𝑆 + 𝐹𝑃𝑆; 
 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃𝑆/𝑇𝑃𝑆 + 𝐹𝑁𝑆;  
 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2(𝑅𝑒𝑐𝑎𝑙𝑙 ∗  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)/(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) 
 

3.3.  Other word representations  

We implemented two alternative baseline models in the literature for comparison: i) Doc2Vec is a 

Word2Vec extension that works on the entire document rather than individual words. Le and Mikolov 

developed this paradigm to provide a numerical representation of a document rather than a word 

representation [12]. Doc2Vec is based on the premise that the meaning of a word is influenced by the context 

in which it appears. The only difference between the Doc2vec and Word2Vec algorithms is the addition of a 

document ID. At this point, we treat each sentiment as a document and run the doc2vec algorithm; and  

ii) TF-IDF a frequency-based method because it considers the occurrence of a word not just in a single 

document (sentiment in our study) but across the entire corpus. TF-IDF penalizes common words by 

assigning them lower weights while emphasizing rare words in the entire corpus that appear in large numbers 

in a few documents (sentiments). The following are the component terms associated with TF-IDF. 
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 𝑇𝐹 = (Number of times word d appears in a document (sentiment))/(Number of words in the document 

(sentiment));  

 𝐼𝐷𝐹 = 𝑙𝑜𝑔(𝑀/𝑚), where M is the number of documents (sentiments) in which a word d appears, and m 

is the number of documents (sentiments) in which a word t appears; and  

 𝐼𝐷𝐹 − 𝑇𝐹 = 𝐼𝐷𝐹 ∗ 𝑇𝐹. 

 

3.4.  Results  

We have compared our approach with two baseline models (Doc2vec and TF-IDF) via four machine 

learning classifiers, using various sentiment datasets with different features as shown in Figure 4. We used 

the scikit-learn library for implementing and training all the machine learning models in our research. All 

reports are based on the F1-score calculated overruns of models (XGboost, SVM, random forest, and logistic 

regression). We have predefined train and test sets for each dataset. 

Our implementation starts by cleaning data. The text in the datasets used for evaluation is a highly 

unstructured form of data. Various types of noise are present in it. The data is not easily parsed without any 

preprocessing. For this, we applied a set of cleaning processes and text normalization, making it noise-free 

and ready for analysis. The Word2Vec model is trained on datasets to obtain vector representations for each 

sentiment's unique words. Then Sentiment2Vec is applied to create a vector for each sentiment by taking the 

average vectors (from Word2Vec) of the words present in the sentiment. The length of the resultant vector 

will be the same "200". We will repeat the same process for all textual sentiments available in mentioned 

datasets to obtain their vectors. 

As already mentioned before, two sentiment lexicons based on polarity (positive sentiment and 

negative sentiment) were used to extract and generate the lexicon polarity vectors. The pre-modeling stages 

are required to get the data in the proper form and shape. We built models on the datasets with feature sets 

prepared-our created vectors (IWVS). The following algorithms are used to build models and to make a 

comparison with our chosen classifier, XGboost: 

 Logistic regression (LR) [34]: is a collection of independent variables that predicts a binary outcome (1/0, 

Yes/No, True/False). Logistic regression can be thought of as a subset of linear regression in which the 

outcome variable is categorical, and the dependent variable is the log of probability. In other words, it 

forecasts the likelihood of an event occurring by fitting data to a logit function. 

 Support vector machine (SVM) [35]: is commonly used to solve classification difficulties. In this 

algorithm, each data item is represented as a point in n-dimensional space (where n is the number of 

features), with the value of each feature being the value of a specific coordinate. 

 Random forest (RF) [36]: is a multi-purpose machine learning technique that can solve regression and 

classification problems. It is an ensemble learning method in which several weak models merge to 

generate a robust model. 
Let us review everything we have learned thus far. We cleaned our raw text data first and then 

learned about three different types of feature-sets extracted from TtD, ArP, and IMDB datasets: 

(Sentiment2Vec+PolarizedLex2vec), (Doc2vec), and (TF-IDF). We then used these feature sets to create 

sentiment analysis models (which can be retrieved from any text data). The Tables 1 to 3 show F1-scores for 

various models and feature sets (XG, SVM, LR, and RF). 

As can be seen Tables 1 to 3, our IWVS with the XGboost model has the highest F1-score, while the 

RF has the lowest; The F1-score on classifiers used indicates that Doc2Vec vectors are not capturing the 

correct signals. In comparison, the best model for this problem was XGBoost with IWVS. On all 

classification algorithms, IWVS outperformed Doc2vec and TF-IDF; this clearly demonstrates the power of 

our word embeddings proposition in dealing with NLP problems. 

 

 

Table 1. F1-score results using TtD dataset Table 2. F1-score results using ArP dataset 
Model IWVS TF-IDF Doc2vec 

LR 0.61 0.51 0.37 

SVM 0.61 0.52 0.20 

RF 0.51 0.50 0.07 

XG 0.65 0.55 0.34 
 

Model IWVS TF-IDF Doc2vec 

LR 0.59 0.52 0.38 

SVM 0.61 0.53 0.21 

RF 0.54 0.49 0.10 

XG 0.69 0.56 0.38 
 

 

 

Table 3. F1-score results using IMDB dataset 
Model IWVS TF-IDF Doc2vec 

LR 0.59 0.50 0.36 

SVM 0.55 0.51 0.22 

RF 0.52 0.47 0.09 

XG 0.62 0.55 0.41 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 13, No. 2, April 2023: 1827-1836 

1834 

 
 

Figure 4. Process of the proposed approach’s evolution 

 

 

4. CONCLUSION  

This paper proposed a new method to improve the F1-score of sentiment analysis based on word 

embeddings using the XGboost algorithm (IWVS). Our method has improved the F1-score of sentiment 

classification by combining the polarized lexicon approach and the Sentiment2Vec approach. To ensure the 

F1-score, we have used three sentiment analysis datasets and four machine learning classifiers; we 

investigated IWVS and features derived from TF-IDF and doc2vec (XG, SVM, LR, and RF); to ensure the  

F1-score of sentiment analysis. According to the trial results, IWVS outperformed doc2vec and TF-IDF; 

IWVS in the XGboost algorithm increased the F1-score of sentiment categorization tasks across all datasets. 

Briefly, the main advantages of the proposed method are: i) According to previous research, because 

of the F1-score of trained vectors from Word2Vec, adding any vector to them decreased the F1-score. 

However, our proposed method (IWVS) has increased the F1-score of trained vectors in sentiment analysis 

for the first time; ii) The use of polarized lexicons in our research increased the F1-score of our proposed 

approach in all datasets; and iii) Any improvements in trained word embeddings (add tags embeddings, 

emojis embeddings). Will increase the F1-score in the future. As a result, our proposed method can be the 

basis for sentiment analysis techniques using machine learning algorithms. We plan in the future to enhance 

sentiments embeddings by introducing other information like emojis embeddings and tags embeddings using 

more sophisticated machine learning algorithms to improve the quality of evaluation. 
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